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Abstract
Currently, most multimedia users choose to purchase items through e-commerce. Nevertheless, one of
the main concerns of online shopping is the possibility of obtaining counterfeit products. Therefore, it is
crucial to monitor the authenticity of the product, thus adopting an automatic mechanism to validate
the similarity between the purchased item and the delivered one. To overcome this issue, we propose a
Siamese Network model for detecting forged items. Preliminary experimentation on a publicly available
dataset proves the effectiveness of our solution.
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1. Introduction

Forgery is an ever-growing and valuable issue in a sharing era where everyone is accustomed
to online shopping. Unfortunately, users often unconsciously acquire a counterfeit item, paying
a price that does not match its effective quality. Indeed, it might happen that the replica is
so faithful that it is impossible to distinguish it from the original one. Counterfeiting leads to
severe consequences for supply chain operations, therefore it is crucial to define solutions to
overcome forgery issues by adopting effective traceability. A traceability system should include
mechanisms for storing, accessing, and verifying information. To monitor product authenticity,
it is hence useful to exploit such information and adopt specific approaches for discovering
counterfeit goods. Traditional methods are based on marking techniques in which a visual
eye mark, such as barcodes, or QR codes, is placed on the products or is encrypted or placed
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in invisible parts of the items [1, 2]. More sophisticated traceability approaches are based on
information technology solutions, including machine/deep learning-based approaches. Ahmadi
et al. [3] propose a framework consisting of a feature extractor from electronic circuits (IC)
images and a logistic regression algorithm employed to validate the authenticity and integrity
of IC components. More recently, also Ant Colony Optimization algorithm (ACO) [4] and
Convolutional Neural networks (CNN) [5] have been applied for counterfeit prevention. [6]
apply Optical Character Recognition (OCR) for the digital transformation of the wine supply
chain to prevent counterfeit wine commerce. In our work, the aim is to validate the authenticity
of a product, comparing it with the original one. It is hence useful to define an automatic mech-
anism to validate the similarity between the actual item, previously chosen from the shopping
catalog, and the delivered one. For this reason, we define a Siamese Neural Network [7, 8] model
that, given two images in input, provides a similarity score by adopting two sub-networks.
In particular, all the sub-networks share the same architecture, parameters, and weights, so
that the updating of the weights happens simultaneously. Preliminary experimentation over a
publicly available dataset proves the effectiveness of the proposed solution.

The rest of the work is organized as follows. In Section 2 we present the problem definition.
Section 3 describes the methodology. Experimental evaluation is provided in Section 4. Final
remarks and pointers for future work are discussed in Section 5.

2. Problem Definition

Let 𝒳 be an online shopping catalog consisting of a set of items {𝑥1, 𝑥2, ..., 𝑥𝑛}. Let 𝒞 be the
user/consumer/customer, i.e., a user that visits the catalog to buy an item, and 𝒮 be the supplier,
i.e., the provider of the items. When a consumer chooses an item, to certify its exchange it is
needed to define a contract among the entities involved in the process. The contract contains
information about the consumer and the supplier as well as information about the purchase
and the characteristic of the item.
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Figure 1: User-item workflow



As shown in Figure 1, we can depict in four steps the overall workflow that an item 𝑥 fulfills,
starting from the shopping catalog 𝒳 to the client 𝒞:

1. 𝒞 chooses an item 𝑥 from the shopping catalog 𝒳 ;
2. 𝒞 enters into an agreement containing contractual and goods specifications;
3. 𝒮 delivers 𝑥 to 𝒞;
4. 𝒞 receives 𝑥.

The item 𝑥 is exposed to several vulnerabilities during the supply chain, e.g., replacement
with a counterfeit version, alteration, and damage. In this sense, it is crucial to exploit an Item
Checking component to validate its authenticity. Using such a component requires that the
signed contract also contains identifiable features allowing to identify alterations of the items.
Features should be chosen based on the value of the exchange item: indeed, high-value items, e.g.,
vintage paintings, could be equipped with high-value features, such as RFID (Radio-Frequency
IDentification) and PUF (Physical Unclonable Function), while those of medium/low-value, e.g.,
shoes, with features like pictures and textual description. The selected features provide an
Item Descriptor that is embedded in the contract. Moreover, since during the purchase the item
can be personalized by the client, the item checking must be done by taking into account the
information contained in the contract, and not in the catalog.

When the consumer receives the item, before accepting it, she/he must check its integrity.
First, given the item, its Descriptor is extracted and sent to the Item Checking component. Such
a component compares the received descriptor with the second one stored in the contract. If the
item is compromised, an alert is raised and the client can signalize the counterfeit and claim for
its compensation or its replacement. Otherwise, the client can accept the item after a positive
outcome. Figure 2 depicts the workflow.

Generally speaking, integrity checking can be an onerous task due to the diverse type of
descriptors, i.e., the identifiable features. Indeed, with respect to the nature of the descriptors,
specific and sophisticated systems must be used, e.g., considering pictures as a feature, a
smartphone can be used for checking the authenticity, while if the descriptor is an RFID/PUF,
the smartphone is not the appropriate system and a more sophisticate (and also costly) equipment
must be used, such as a microscope. Moreover, this kind of descriptors requires a huge amount
of memory to be stored (especially in the case of PUFs). In addition, a new trend is to exploit
Blockchains [9, 10] to certify the delivery process, denying the possibility of storing big item
descriptors. For tackling these problems, we devised an automatic Item Checking component
to reduce economic, memory usage, and computational costs by exploiting a Neural Network
architecture. Our approach aims at classifying if two similar descriptors refer to the same item,
by mapping their representation into a low-dimensional latent space: in particular, we aim to
distinguish counterfeit items from the original ones by comparing delivery and contract item
embeddings generated from their descriptors. To do this, our methodology is based on a Siamese
network. The intuition is that points close in the latent space exhibit similar characteristics,
thus they refer to similar items. To quantify their closeness we compute a distance measure
over the low-dimensional vectors provided by the Siamese Network.
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Figure 2: Integrity check workflow

3. Methodology

In traditional classification tasks, a considerable amount of samples per class is necessary to
obtain acceptable performances. However, if the network is trained against certain classes, it
will not be able to classify the unseen ones. To overcome this issue, Siamese Networks (SNs)
are particularly suitable and widely used. Bromley et al. [11] introduce the concept of SN to
address the problem of signature verification via image matching.

SNs consist of two or more sub-networks processing two or more distinct inputs. The
sub-networks are intended to be identical since they share not only their structure but also
their weights. In this sense, supposing to have two inputs (and therefore two sub-networks)
𝑥1 and 𝑥2, if 𝑥1 and 𝑥2 are identical or very similar, their embeddings, named 𝑧1 and 𝑧2, will
be similar as well since the two sub-networks share the weights and the two inputs have the
same discriminative characteristics. The two embeddings are fed into a distance module that
calculates their distance, e.g., euclidean distance, in order to provide their similarity score.
Figure 3 depicts the architecture of our model. Sub-network is composed of a pre-trained

Res-Net model [12] followed by three fully-connected linear layers interleaved with a dropout



Su
bn
et
w
or
k 1

𝑥! 𝑧!

Su
bn
et
w
or
k 2

𝑥" 𝑧"

𝑑𝑖
𝑠𝑡
𝑎𝑛
𝑐𝑒

𝑠𝑐𝑜𝑟𝑒

Figure 3: Our architecture
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Figure 4: Sub-network architecture

layer (to reduce overfitting issues). The outputs of these layers are concatenated to form the
embedding vector. Sub-network architecture is shown in Figure 4. In our setting, since we
have two inputs, two sub-networks are instantiated. A simple absolute distance is computed
between the two embeddings produced by the sub-networks, and then a negative exponential
function is applied to provide a similarity score in the range [0, 1]. A similarity score close to 1
means the two inputs are similar, while they are different otherwise. The loss function used to
train the model is the binary-cross entropy.

4. Experiment Assessment

For the experimentation, we considered a use case whose aim is to identify counterfeit signatures.
Specifically, we employed a dataset of handwritten signatures, publicly available on Kaggle1.
The dataset contains:

• 140 real signatures provided by 28 subjects (i.e., each subject provided 5 signatures)
• 140 corresponding fake signatures

1https://www.kaggle.com/divyanshrai/handwritten-signatures

 https://www.kaggle.com/divyanshrai/handwritten-signatures


(a) 5 generated couples of (real, real) signatures

(b) 5 generated couples of (real, fake) signatures

In the following, we illustrate the adopted evaluation protocol. We generated both the
signature couples (real, real) and (real, fake). The first group has been created by combining
each real signature with the other real ones (itself included). Hence, for each subject, we obtained
25 combinations in total. Since they are couples of real signatures, they have been tagged with
label 1. The second group has been created by combining each real signature with the 5 fake
corresponding ones, hence we obtained other 25 combinations as well. These couples have
been tagged with label 0. Figure 5a and Figure 5b depict a graphical example of 5 so-generated
combinations of (real, real) and (real, fake) signatures, respectively.

After the couples generation procedure, we obtained a final dataset of 1400 tuples, equally
partitioned into signatures couples of (real, real) and (real, fake). This dataset has been randomly
split into training, validation, and test sets by using a proportion of 60-20-20%. The test set is
composed of 125 couples of real signatures and 155 fake ones.

The model is implemented by using the TensorFlow framework2. The three fully-connected
layers used in the sub-network are instantiated with 256, 64, and 8 neurons, respectively. Layer
kernels are regularized with an L2 regularization penalty and a factor equal to 0.001. The
dropout rate is set to 0.1. The model has been trained by using k-fold Cross Validation, with
𝑘 = 10, over 50 epochs with a batch size of 8. The best model has been chosen according to
the accuracy computed over the validation set. RMSprop [13] is adopted as optimizer with a
learning rate equal to 0.0001. The metrics adopted for validating our approach are Precision,
Recall, and F1-score as well as the AUROC (Area Under the ROC Curve) [14].

2https://www.tensorflow.org

https://www.tensorflow.org
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Figure 6: Results obtained over test set in terms of Precision, Recall and F1-score
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Figure 6 shows the results obtained over the test set. As we can see, just a small percentage
of fake couples (about 7%) have been misclassified as real, thus proving the robustness of our
model also supported by the AUROC, shown in Figure 7, which is equal to 0.98. Figure 8 shows
a visual example in which we can observe that the real and fake couples are correctly classified
(see Figure 8a and 8b).

5. Conclusion

In this paper, we proposed a Siamese Neural Network that uses two sub-networks to validate
product authenticity. Experimental results on public datasets prove the effectiveness and
robustness of our model. This work is a starting point for future applications. First of all, we
can consider sets of feature descriptors that vary depending on the asset price being traded. For
instance, we may employ a set of more sophisticated descriptors for high-value assets to ensure
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Figure 8: A visual example of real and fake image couples

that we are accurately capturing their worth. Furthermore, we can explore several ways to
strengthen security on multiple levels. One potential solution would be to carry out assessments
on batches of items, certifying both the quality of the entire batch and the individual elements
within it. By implementing these improvements, we can further simplify the sales process and
inspire more trust in the system as a whole.
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