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Abstract
Knowledge Graphs (KGs) are large collections of structured data that can model real world knowledge
and are important assets for the companies that employ them. KGs are usually constructed iteratively
and often show a sparse structure. Also, as knowledge evolves, KGs must be updated and completed.
Many automatic methods for KG Completion (KGC) have been proposed in the literature to reduce the
costs associated with manual maintenance.

Motivated by an industrial case study aiming to enrich a KG specifically designed for Natural Language
Understanding tasks, this paper presents an overview of classical and modern deep learning completion
methods. In particular, we delve into Large Language Models (LLMs), which are the most promising deep
learning architectures. We show that their applications to KGC are affected by several shortcomings,
namely they neglect the structure of KG and treat KGC as a classification problem. Such limitations,
together with the brittleness of the LLMs themselves, stress the need to create KGC solutions at the
interface between symbolic and neural approaches and lead to the way ahead for future research in
intelligible corpus-based KGC.

Keywords
Knowledge Graphs, Natural Language Understanding, Large Language Models, Knowledge Graph
Completion

1. Introduction

A Knowledge Graph (KG) conveys real-world knowledge in a graph-structured way where nodes
represent entities of interest and edges represent potentially different relations between entities
[1]. Since Google announced its Knowledge Graph (KG) in 2012, KGs have quickly become
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standard solutions in knowledge representation and have played an increasingly important role
in many knowledge-aware tasks.

Many companies have introduced the use of KGs into their business processes, improving the
performance of their products, e.g., recommendation systems have improved data representation
and explainability of recommendations, question-answering systems have increased efficiency
and started to answer multi-hop questions, and Information Retrieval has improved the accuracy
of results and achieved greater search efficiency [2].

A notable example of enterprise KG is Sensigrafo (from the Italian words sensi = "senses,
meanings" and grafo = "graph") developed by the Italian software house Expert.AI1. The primary
use of Sensigrafo is Natural Language Undestanding (NLU), a branch of AI that uses computer
software to understand language as text or speech input. Specifically, Sensigrafo is not meant to
be an encyclopedic reference tool for end-users like most KGs [3, 4] but a core module engineered
to disambiguate text that is to assign it semantic meaning. To this end, Sensigrafo gives a
machine-oriented representation of a language’s lexicon where every item is provided with a
set of attributes making explicit, in a machine-readable format, all grammatical, syntactical, and
semantic characteristics belonging to words and concepts.

As real-world knowledge changes and grows, KGs must be kept updated. One possible
solution to KG enrichment is adding novel entities and relations manually. This approach
requires expensive human efforts, but, at the same time, it allows adding information to the
Knowledge Base with fine-grained control. This is a desirable feature when considering KGs
built for NLU tasks since the disambiguation process relies on the principles used to build the
KG. Thus, when the KG expansion process is performed, preserving a certain degree of sparsity
is imperative. Manual expansion is indeed the main current approach adopted for Sensigrafo,
which is constantly updated by several computational linguists.

On the other hand, the literature presents many automatic approaches for KG enrichment,
usually referenced as KG Completion (KGC) [5]. Most of these methods adopt machine learning
solutions that can be effective when the relations are characterized by sharp logical properties
such as symmetry or transitivity and can greatly speed up and reduce the costs of the enrichment
process. Still, most of these approaches rely only on the internal structure of the KG, making
them unsuitable for sparse KGs and unable to inject new knowledge from external sources.

In recent years, Large Language Models (LLMs), namely gigantic deep learning architectures
specifically tailored to manipulate natural language, are showing astounding results in NLU
tasks. For this reason, more studies are proposing KG maintenance based on the extraction of
knowledge implicitly contained in LLMs after pre-training. LLMs are trained in a self-supervised
way on vast amounts of text from the most disparate sources. Therefore, unlike standard KG
schemas, their syntactic and semantic content is far from being systematic, organized, and
robust, making LLM-based solutions for KGC still unreliable.

KGC methods based on LLMs are ineffective partly due to how such techniques use them,
i.e., as oracles to be queried. We believe that to overcome this limitation, it is necessary to use a
hybrid approach. In fact, our work stems from "IbridAI - Hybrid approaches to Natural Language
Understanding", a project aiming to improve NLU by bridging the gap between symbolic and
deep-learning approaches to language representation. One of the challenges of this project is to

1https://expert.ai



develop methods to perform corpus-based KGC not only automatically but also consistently to
retain the principles used to build the reference KG.

In this paper, we move the first steps toward this ambitious objective. To introduce the field
of interest, in Section 2, we compare some enterprise and open-access KGs and discuss their
applications. We next summarize the main findings concerning state-of-the-art approaches
in language manipulation, namely, LLMs. Afterward, Section 4 presents some classical and
modern deep-learning methods used to maintain and enrich KGs. Finally, Section 5 discusses
the open challenges in KG completion and enrichment, current state-of-the-art limitations of
deep learning methods, and possible future research directions.

2. Overview on KGs and their use in NLU

A KG is a set of real-world facts and semantic relations encoded in the form of triples (subject,
predicate, object), where the predicate is the relation that links two concepts. Formally we define
a KG as 𝐺 = (𝐸,𝑅, 𝒯 ) where 𝐸 is the set of all entities, which are nodes of the graph, and 𝑅
is the set of all relations, and 𝒯 ⊆ 𝐸 × 𝑅 × 𝐸 is the set of all triples. In each triple (ℎ, 𝑟, 𝑡)
with ℎ, 𝑡 ∈ 𝐸, 𝑟 ∈ 𝑅, ℎ is the head entity, 𝑟 is the relation link and 𝑡 is the tail entity [5]. As
discussed in the introduction, companies create and use KGs for their business and thus usually
keep them private [6].

Table 1 compares the main properties of Sensigrafo with the most important freely accessible
KGs [1], that is DBpedia [7], Freebase [8], OpenCyc [9], Wikidata [4], and YAGO [3].

Each node in Sensigrafo is called syncon and groups a set of words that can denote identical
or similar meanings. The English standard Sensigrafo contains about 440,000 syncons, grouping
more than 580,000 words, rules for inflections, and 80+ relation types that yield about 7.1 million
links between concepts.

Compared to Sensisgrafo, most of these collaborative KGs have been automatically created
and therefore store a very high number of triples. The number of classes highly varies among
these KGs, ranging from 736 (DBpedia) up to 300K (Wikidata) and 570K (YAGO). These KGs are
cross-domain, and their content depends on the text corpora that have been integrated into the
KGs. The number of relation types also varies with KGs, ranging from 106 (YAGO) up to 70k
(Freebase). Freebase also contains the largest number of entities, reaching almost fifty million
[10]. Generally speaking, the resulting collaborative KGs are rich in relation types and link
density because their construction aims to include as much real-world knowledge as possible.
In contrast, KGs specifically designed for NLU, such as Sensigrafo, are modeled with an eye for
sparsity and only contain most general link types.

In order to use KGs for NLU tasks we must identify named entities in the textual sources
and then associate them with entities in the knowledge base. This is carried out by Entity
linking which is composed of two subtasks: Named entity recognition (NER), and named entity
disambiguation (NED).

As a first step NER classifies the entities mentioned in the text. The identified named entities
will later be linked to the knowledge base entities by the NED subtask. The NER task has been
historically carried out using rule-based approaches and hand-crafted features [12]. Recently,
performances have been improved with the use of statistical approaches such as Conditional



DBpedia Freebase OpenCyc Wikidata YAGO Sensigrafo
No. of triples 411 885 960 3 124 791 156 2 412 520 748 530 833 1 001 461 792 7 185 541
No. of classes 736 53 092 116 822 302 280 569 751 280 428
No. of relations 2819 70 902 18 028 1874 106 80+
No. of entities 4 298 433 49 947 799 41 029 18 697 897 5 130 031 443 932

entities / classes 5840.3 940.8 0.35 61.9 9.0 1.6

Table 1
KGs comparative table: open-source KGs (DBpedia, Freebase, OpenCyc, Wikidata and YAGO) [11] and
enterprise KG (Sensigrafo).

Random Fields [13], a biaffine model that scores pairs of start- and end-tokens inside a sentence
[14], classification models via various machine learning algorithms [15], and deep learning
models [16]. Subsequently NED selects the correct entity from a set of candidates that are
identified by NER. Possible approaches include ensemble learning through Support Vector
Machines [17], reinforcement learning [18], and a ranking algorithm based on semantic and
syntactic metrics from on WordNet [19].

3. Large Language Models in a nut

Since the invention of Transformers [20], LLMs have monopolized state-of-the-art NLP applica-
tions [21]. Transformers [20] are architectures merging memory networks with the concept of
self-attention. Self-attention is the mechanism that allows assigning weights to tokens based
on their relevance so that they can pass more information to the last layers of the network. One
notable example of LLM is BERT [22] and its numerous successors, which surpassed human
performances in some benchmarks [23]. BERT consists of bidirectional transformer encoders
that can read the entire text simultaneously and compute attention over previous and following
tokens. Thus, BERT outputs can be considered as contextual embeddings of each subword token
in the input text [24]. Since the release of BERT in 2018, larger LMs have appeared in the
literature. Some of them are based on BERT, such as RoBERTa [25] and DeBERTa [23], while
others are not, as GPT-3 [26] and PaLM [27]. LLMs are usually trained in a self-supervised
fashion, drastically reducing the amount of human effort. Training usually involves cloze tasks,
i.e., given a partial text, the model should try to fill in the blank.

One of the strengths that led to the success of LLMs is related to their transfer-learning
ability: once the pre-trained models are published, a little effort is needed to fine-tune them for
a specific task. Usually, fine-tuning consists of supervised training of at least a part of the LLM
parameters and a simple specialized neural network (typically a classifier), which is appended
to the LLM and trained for the downstream task. Training LLM parameters creates specialized
contextual embeddings that are used as input for the post-pended network. Nevertheless, it was
quickly realized that training, and thus finetuning, comes at a cost. A 2019 study [28] estimated
training costs of comparatively small models like BERT and GPT-2 to be tens to thousands of
USD. In 2020, [29] estimated that developing models with more than one billion parameters
could require a budget of millions of USDs. Currently, only large companies can afford the
enormous costs associated with training ever-growing deep learning models. Surprisingly, it



recently became clear that pre-trained LLMs (PLLMs) show outstanding emergent peculiarities,
such as in-context learning (ICL) skills [30], that could make finetuning not only expensive but
also superfluous.

ICL belongs to the class of probing methods, i.e., methods using the frozen representation
of PLLMs to address a specific task. ICL requires a few examples and some instructions (not
necessarily) to form a demonstration context. The final predictions are obtained through
zero- or few-shot learning techniques [26, 31, 32]. ICL provides an interpretable interface to
communicate with LLMs in a training-free learning framework and opens up the possibility of
testing the consistency of PLLMs, their reaction to different input prompts, and their performance
in classical generalization (training/test distribution are the same) and out-of-distribution
generalization [30, 33, 34].

The effectiveness of ICL indicates that PLLMs contain structured knowledge. In fact, the
pioneeristic work of Petroni et al., [35] showed that PLLMs recall relational and factual knowl-
edge without any fine-tuning. Such knowledge can take the form of a Knowledge Base that is
constructed using PLLMs as oracle-based entity linkers. Several studies deepen this awareness;
see [36] for a recent review. As PLLMs showed ICL capabilities, researchers became more inter-
ested in evaluating their intrinsic capabilities and internal structure, neglecting downstream
task finetuning [37, 30].

Over the last few years, different benchmarks have been developed to measure the abilities,
consistency, and quality of PLLMs. Some of the tasks include Open-Domain Closed-Book
Question Answering, Cloze and Completion tasks, Common Sense Reasoning, and In-context
Reading Comprehension [27]. Several studies evaluated general-purpose language understand-
ing [38], the consistency of LLMs against paraphrasing [33], the reaction of PLLMs to Chains
of Though (CoT) reasoning [34], how much PLLMs rely on semantic priors and their ability
to learn input-label mapping [39]. Other works focused on testing whether PLLMs can grasp
implicit common sense [40] and their knowledge organization[35, 41, 40].

4. KG maintenance and evolution

The main task in KG maintenance is called KG Completion (KGC). KGC aims to attain new
knowledge that was not previously stored in a KG, i.e., adding factual knowledge to a pre-
existing KG. In the literature, two main tasks are associated with KGC: Entity Prediction and
Link Prediction. Entity prediction identifies the missing entity in a given incomplete triple,
while link prediction forecasts the most appropriate relation between two entities. This section
sheds light on the difference between classical and modern LLM-based approaches.

4.1. Classical KGC approaches

Classical approaches to KGC can be split into static and dynamic approaches (i.e. based on
external sources). Different static KGC techniques use Tensor/matrix factorization, Translation,
and Neural Network models [5, 42]. For example, TransE [43] is a translational model that
interprets both relations and entities as vectors in the same low-dimensional space; the trans-
lation operation defined by a relation vector is used to link entities that were previously not
linked. RESCAL [44] models the KG as a 3−dimensional tensor and learns the parameters of a



bilinear scoring function for each relation and the entity embeddings. An extensive comparison
of classical KGC techniques is presented in [45].

The main limitation of these approaches is that KGs are modeled statically, mostly relying
on the structural information already encoded in the KG. This implies that new knowledge is
hard to translate into new triples. In fact, it is known that the effectiveness of representation
learning based on KG structure decreases dramatically if KGs are sparse [46]. Since the gold
standard for KG enrichment comes from human efforts and is based on external (usually textual)
natural language resources, the automatization of KG curation should be based on external
corpora. Developing dynamic ways to perform KGC based on corpora would allow for a greater
degree of interpretability as the source of information can be clearly tracked and it would be
possible to perform continuous fact-checking and maintenance of the KG. In particular, we
are interested in methods that can jointly model the text in a coherent and reasonable format
and complete the pre-existing KG with only relevant facts. Some studies [47, 48] specifically
build KGs from text and extract relations using pattern templates. Unfortunately, this approach
trades finding the implicit textual relation between identified entities with a rich relation set
which is not suited for NLU-oriented KGs. Another approach to KGC and relation extraction
considers both text and the existing KG structure by learning latent space representation for
both. Similar tasks are known in the literature as text-enhanced knowledge embedding [46, 49]
and relation extraction [50]. These particular approaches require ad hoc architectures, so they
cannot easily exploit state-of-the-art models for NLU.

4.2. LLMs applications to KGC

While most KGC methods rely on structural information already present in the KG, some recent
approaches have started to leverage LLMs to use third-party data sources [5]. Some approaches
use PLLMs fine-tuning to perform KGC. For example, KG-BERT [51] reframes the KGC task as
a sequence classification problem. In particular, relation triples are transformed into sentences
based on their definitions. A simple classification network is then appended to BERT, and the
whole architecture is finetuned to perform a relation prediction task. A similar approach is used
in a model named BLP [52], combining BERT and four different relational models.

A recent line of research uses the hidden KG contained in PLLMs to test their consistency
and compare their performance at a semantic level. The aim of the works on this subject is
usually twofold: providing pipelines for speeding up and automatizing KG completion and
understanding LLMs knowledge base organization [53]. In particular, [54] aim to reconstruct
and complete an existing KG, namely Word-Net [55], starting from a PLLM. They show that
contextualized word embeddings encode high-level concepts and hierarchical relationships,
creating a taxonomy. A more general approach presented in [56] aims to create from scratch
or complete existing KGs using PLLMs in an unsupervised fashion. Starting from a corpus,
they match candidate facts therein with the knowledge in PLLMs via a beam search in their
attention weights matrices. Afterward, they map facts (triples) onto a preexisting or open
schema KG. This allows performing entity linking inside pre-existing KGs or growing them
in case new facts/links are found in the corpus. PALT is another framework to reduce the
amount of computational effort in KG completion, [57]. It uses a transfer learning technique to
translate KGC into a fill-in-the-blank task (formulated as next-sentence prediction), achieving



competitive results in link prediction and triples classification. KGs rarely contain information
about the strength of the relationship between entities. Therefore, starting from an existing KG,
[58] use PLLMs to weight KG edges, focusing on ConceptNet. They do so by transforming KG
relations into natural language sentences and then using the LLM to rate such sentences using
a perplexity-based measure. Their results show that the augmented KG improves performances
on refining existing word embedding for semantic relatedness. Finally, in [59], the authors
found a way to crawl the internal KG of LLMs. Starting from a seed entity, they build a way
to grow and expand a KG without knowing a priori what relations are associated with such
an entity. To grow the KG and maintain high precision, they decompose the crawling into
multiple subtasks that are solved via few-shot ICL tasks, also allowing the model not to know
the answer.

Deriving KG from PLLMs can also be done in a corpora-independent fashion. In particular,
starting from PLLMs, [60] harvest a knowledge graph. Their method can be extended to any
relationship (not only triples). This framework automatically generates diverse prompts by
paraphrasing an initial one and searches within an LLM for entity pairs that consistently satisfy
diverse sentences.

5. Current limitations, open challenges and future research
perspective in corpus-driven KGC

The state-of-the-art overview presented in the previous sections points out that one of the most
promising approaches for corpus-driven KGC is represented by LLMs. However, the common
motif behind such LLMs applications is the sole interpretation of knowledge contained in PLLMs
while neglecting the reference KG. In the following, we underline how current approaches
present several limitations when doing corpus-based KGC on KGs with well-defined semantics
and a sparse structure and discuss future research directions to cope with these problems. In
fact, the enrichment of NLU-oriented KGs is desired to the extent of performance gains. For this
reason, we can state that KGC methods need to be parsimonious and consistent. Parsimonious
in that KGC must retain the sparse structure of the KG and consistent in that KGC must comply
with the KG’s organizing principles, semantics, and structural properties. As we shall see, the
limitations relate mainly to the brittleness of the knowledge stored by PLLMs and to current
methods that translate KGC into a classification task and rely on PLLMs only.

State-of-the-art PLLMs challenges. Current methods for KGC based on LLMs rely exclu-
sively on the knowledge acquired by LLMs in their pretraining phase. Thus, the predicted facts
might be outdated or even wrong. Indeed, studies regarding the consistency, organization, and
depth of knowledge learned by LLMs are quite recent and have revealed several weaknesses.
Specifically, some recent studies show that PLLMs mainly rely on associations and lack logical
reasoning, better distinguish coarse-grained concepts, perform poorly on CoT evaluations, and
may suffer from conceptual hallucinations triggered by word co-occurrence [61, 34, 40]. Indeed,
PLLMs contain some prior information about entities [35] that cannot always be overwritten
and may lead to out-of-context bias. Moreover, they struggle in encoding specific concepts,



taxonomical classes, and concepts that are too frequent [54]. Finally, it was found that the ability
to learn about a concept in a corpus depends on its frequency and its specificity, justifying the
birth of finetuned BERT versions for real-world applications (such as biology, science, and law
[62, 63, 64]).

For all the aforementioned reasons, creating an interface that allows LLMs to communicate
with symbolic KGs poses some problems. Indeed, while the symbolic approach to language
follows rules of abstraction and systematization of knowledge, deep learning models rely
primarily on the volume (sometimes more than the quality) of the texts on which they are
trained. The lack of guarantees on the effectiveness of the performance of LLMs does not, to
date, allow the creation of an automation pipeline in the updating and maintenance of KGs.
These problems could be partially solved by investigating how to improve the training of LLMs
to consolidate their ICL capabilities. Indeed, open challenges in ICL concern retrieving correct
knowledge from PLLMs by making it more robust and insensitive to prompting templates
format, the selection of in-context examples, and their ordering [65, 66, 67, 68]. In addition, ICL
frameworks should be designed not only to test the consistency of PLLMs against paraphrasing
[33] and transitive relations. They should also test whether LMMs satisfy the properties which
different relations between KG entities should satisfy, e.g., anti-symmetry of "is a" relations or
transitivity in synonyms.

KCG: from classification to representation learning. As mentioned in the previous
section, the most used approach for interpreting the embeddings of triplets coming from PLLMs
is based on classification. Classification outcomes are always forced to predict a relation between
two entities and do not leave much room for uncertainty. This may be problematic in KGC tasks
as it was shown that word co-occurrence triggers conceptual hallucinations in LLMs which are
biased towards false positive predictions (e.g., prediction of false conceptual properties) [40].
This is undesirable with non-transparent models and may severely compromise disambiguation
tasks.

Regardless of the inherent biases of LLMs, modeling KGC as a classification problem prevents
the correct handling of KGs where multiple relations connect two entities. This problem would
affect both the disambiguation process, which must find the correct triple in a sentence, and the
link prediction task, aiming to detect the right relation. An ideal solution for this purpose would
be to define a probability measure for relationships between entities. This method should be able
to handle multiple outcomes and quantify the uncertainty in the answer so that relationships
predicted with low confidence do not enter the KG.

The last problem we would like to discuss arises when KGC based on LLMs acts on KGs
equipped with a disambiguator tailored to visit it. In this case, integrating the various
components in a unique framework is not only about respecting the structural features of the
KG but also about the interaction between the LLM and the disambiguator. Finding a way
to teach PLLMs to respect the structure of the KG and the rules used by the disambiguator
is an open problem that has not been addressed to date. We argue that a more sensible
approach to KGC should rely on representation learning instead of classification, like classical
Translational or Tensor/matrix factorization of KGC approaches. This would increase the
"maneuvering room" at the interface between KGs and LLMs, also giving greater importance to



the pre-existing KG structure and its navigator, if any.

In conclusion, we believe that LLMs should not be used as a Knowledge base to be queried,
especially when doing corpus-based KGC. In fact, recently developed LLM-based techniques
for KGC mainly rely on artificial prompts paraphrasing standard KG triplets. Misusing these
methods on real corpora may give rise to syntactic and/or semantic hallucinations, as one would
lose control of LLMs’ prior knowledge. Hence, we believe that the task of KGC should use
PLLMs only to extract facts from documents, and not from direct interpretations of the latent
knowledge of these models.

Pending more robust LLM pretraining techniques, the interface between LLMs and symbolic
NLUs should rely on representation learning techniques, such as contrastive learning [69].
These methods would depart from the mere standard classification of triplets via cloze tasks
and would allow mimicking and, hopefully, learning the principles used in creating symbolic
KGs and disambiguation systems, leading to a consistent, dynamical deep-learning approach to
KGC.
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