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Abstract
Artificial intelligence (AI) driven technological advances have increased the concerns over the bias problem, especially in
high stake applications such as healthcare. This research proposes an AI-based healthcare framework with a feedback loop
to ensure a fair real-world practical solution. We argue the need to consider continuous quality improvements of such
technologies by including feedback at each development and deployment stage. Furthermore, medical experts, AI experts and
policymakers must work together to ensure fairness. We use simple New Zealand-based patient data as a case study. We
provide early-stage experimental results using machine learning algorithms where fairness and mitigation are also considered
in addition to accuracy measures.
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1. Introduction
In a technological era driven by artificial intelligence
(AI), the benefits of incorporating such advances in real-
world high stake applications, including healthcare, are
becoming the norm [1, 2]. Equally, there is an increase in
concerns and awareness of the issues related to the bias
problems in AI models [3, 4, 5]. In general, fairness is
seen as being impartial and fair. AI models can be biased
and can make “unfair” decisions, where such decisions
are skewed toward a particular group of people [6, 7].
While there is an increase in urgency towards handling
the bias problem and developing fair AI models, espe-
cially in clinical settings, such research is limited by the
need to consider practical deployment. Furthermore, pre-
dominant research is focused on the Black and White
racial issues in the US population [8, 7].

Recent studies have emphasised a need for continual
monitoring and update to ensure the long-term reliability
and effectiveness of AI-based clinical algorithms [9, 10].
Continuous quality improvement (CQI) [11] is a common
phenomenon in healthcare, where incremental and pro-
gressive improvements are considered at various stages
of operations to ensure patient care and safety. As such,
using AI in clinical settings to aid clinical decisions and
risk predictions requires CQI.

This paper proposes developing an AI-based health-
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care framework incorporating mechanisms to ensure fair-
ness and consider CQI. We emphasise that at each stage
of the process –data collection, algorithm development,
evaluation and implementation– there is a need to in-
clude a feedback loop where AI experts, medical profes-
sionals and policymakers are involved. We also provide
a simple real clinical example in the New Zealand (NZ)
setting to demonstrate the stages of the framework. The
research presented in this paper is at the development
stage, and as such, we acknowledge there are limitations
and scope for improvements.

2. Framework
Figure 1 provides an overview of the proposed frame-
work. We have split the process into four parts, (i) data,
(ii) problem definition, (iii) algorithm selection and (iv)
feedback, and also list the vital stages of each part. We
use dash lines to show connections between the parts
where feedback is beneficial and may include several cy-
cles, and arrows indicate the flow’s direction. Figure 1
also provides experts’ level of involvement at each stage,
and decisions that require predominant input from pol-
icymakers are provided in ‘red’. In this framework, we
view patients as stakeholders, and as such, their engage-
ments can improve research appropriateness, acceptabil-
ity, feasibility, delivery, and dissemination [12]. In New
Zealand, the indigenous population Māori and other mi-
nority groups are important stakeholders, so it is crucial
to handle their data with care [13, 14, 15] and incorporate
feedback from the minority groups.

2.1. Fairness measures
Standard group fairness measures include demographic
parity, disparate impact, equalized odds, and equalized
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Figure 1: Flowchart of a fair AI-based healthcare framework with feedback loop at each stage. The dash lines show connections
between parts where feedback is beneficial, and arrows indicate the flow’s direction. *Patients are viewed as stakeholders.

opportunity, where fairness concerns a group rather than
an individual [16]. In this paper, we use disparate im-
pact (DI) [17] as a quantitative measure of fairness. DI
measures the ratio of rates at which the outcomes occur
for one group of patients over the rest [17, 16, 18]. Ac-
cording to US legislation, the 𝐷𝐼 > 𝜏 threshold was set
at 𝜏 = 0.8. While in practice, the acceptable range for
the DI ratio is generally between 0.8 and 1.25. It is vital
to point out that setting an acceptable threshold for NZ
society in high stake applications, such as healthcare, is
a good example of the need for input from policymakers
and a feedback loop among all experts.

3. Case Study
3.1. Data
For this simplified case study, we use a small subset of
the New Zealand General Practice (GP) Electronic Health
Record (EHR) data from [19]. The complete data includes
three years’ medical records for over 9,000 patients from
44 different GP practices across NZ, collected using a
stratified random sampling method to minimise data col-
lection bias. The data includes various categories of free-
text and tabular data, and were manually processed, an-
notated and verified by eight GP researchers (For further
details of the NZ-GP Harms data, see [19]).

The small section of the above data, referred to as
NZ-GP-small data, includes patients from only Urban
locations and only the privileged ethical group ‘NZ Euro-
peans’ and the protected indigenous group Māori. This
results in a total of 3,768 patient data. DI for the NZ-
GP-small data is 1.23 for Gender (the protected group is

females) and 0.99 for Ethnicity.

3.2. Problem definition
The binary classification task defined for this research is
predicting medication-related harm in New Zealand GP
from tabular data (see [20] for more details).

3.3. Algorithm Selection

This paper uses logistic regression, XGBoost and ran-
dom forest as the three machine-learning algorithms
for predicting medication-related harm in NZ-GP-small
datasets. We use specificity and sensitivity to evaluate
the performance of these three algorithms. In addition,
we consider the fairness measures using DI, where in
accordance with the US regulations, we expect the score
to be between 0.8 and 1.25.

Figure 2 provides all three algorithms’ DI measure,
specificity and sensitivity scores. Firstly, considering DI
plots, the fairness is measured based on ethnicity and
gender, where protected groups are Māori and female,
respectively. In both cases, when the disparate impact
remover repair level is at ‘0’, the DI measures of XGBoost
are within the red dotted lines, indicating the model fair-
ness is within the acceptable range. However, the logistic
regression sensitivity score is the best, and the specificity
of all three algorithms is similar.

Disparate impact remover [17] is a debias technique
used at the preprocessing stage, where it is designed to
edit feature values to increase group fairness while pre-
serving rank-ordering within groups. The repair level



(a) DI measures for ethnicity with protected group Māori (b) DI measures for gender with protected group Female

(c) Sensitivity scores (d) Specificity scores

Figure 2: Disparate impact (DI) measures for predicting drug harm in NZ-GP-small data for three machine learning models
logistic regression, XGBoost and random forest. Disparate impact remover is used as a debiasing technique at the preprocessing
stage, increasing repair levels from 0 to 1. The sensitivity and specificity of the models are also presented for direct comparison.

can be set from ‘0’, indicating no change, to 1, indicating
maximum repair. In Figure 2a, the increase in repair level
varies the DI score, with values 0.4 to 0.6 being the best
for all three algorithms. In Figure 2b, the increase in
repair level marginally improves the DI values of logistic
regression and random forest, with repair values between
0.8 and 0.9 being the best. In contrast, for XGBoost val-
ues, 0 to 0.7 is better for the DI scores (see Figure 2b).
Unfortunately, the increase in repair levels decreases sen-
sitivity scores for all three classifiers and the specificity
score of logistic regression.

3.4. Feedback
At each stage, there is a need for a feedback loop, where
the decisions impact the final solution. At the data col-
lection and processing stage, clinicians need to discuss
the details of the approach with AI experts and ensure
that ethical and legal policies are considered. Data bias
and mitigation of bias, if any, must also be handled. At
the algorithm selection stage, as demonstrated in Sec-
tion 3.3, the accuracy measures cannot simply determine
the choice, but the algorithmic fairness measures must
be considered. The feedback loop can vary based on the
specification of the problem at hand.

4. Discussions and Future Work
This research proposed a development stage AI-based
healthcare framework with a feedback loop to ensure a
fair real-world practical solution. We argue the need to
consider CQI by including feedback at each stage and
working together as a team of experts. Recognising the
importance of ongoing formal audits and reviews of effect
and efficacy in the implementation phase is vital. We use
simplified NZ patient data as a case study to demonstrate
the framework. We provide early- stage experimental
results using machine learning algorithms where it is
evident in addition to the accuracy measures, there is
also a need to consider fairness measures and mitigation
techniques.

As indicated before, the NZ GP dataset is very complex
and includes multi-sourced data. Hence, there is a need
to extend the process and algorithm selection to enable
a fair, practical solution. Furthermore, we only consider
ethnicity and gender as binary cases. However, the NZ
population and data include other ethnic and minority
groups. While we believe the proposed framework allows
the flexibility to adopt the simple case presented in this
paper to a more complex scenario, it is a much-needed
future direction for this research.
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