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Abstract

This study presents the proposal for a critical exploration of Large Language Model (LLM) interfaces and
their representations of gender equality and LGBTQ+ rights. The research methodology emphasizes the
paradigm of Participatory Design, highlighting the importance of including diverse voices in technology
development and empowering marginalized communities by collaborating with feminist and queer
activists. The outcome of this empirical work is expected to consist of a method for interviewing LLM
interfaces and input for a continued research agenda concerned with developing new frameworks for
Artificial Intelligence systems that address critical social and ecological challenges evoked by existing
technologies.
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1. Introduction

As numerous studies have revealed, the development of Artificial Intelligence (AI) systems in
isolation from their contexts, especially their social and ecological realities, has resulted in
unforeseen ramifications. Consequently, there is a pressing demand to establish frameworks
capable of navigating the intricate and interdependent landscape of our increasingly complex
world in which more and more technologies are entangled [1, 2, 3, 4, 5, 6, 7, 8]. Considering
this emphasis, an expanding collection of literature [9, 10, 11, 12] offers recommendations for
enhancing the considerations of Human-Centered system designs relating to Al, including
Human-Centered Al [13, 14, 15], Human-Centered Algorithm Design [16, 17], Human-Centered
Data Science [18, 19, 5], and Human-Centered Machine Learning [20, 4, 21]. Although there
are contradictions among these perspectives, they also share significant similarities, especially
in acknowledging the need to consider a broader range of solutions when designing systems
for our intricate world. It is insufficient to solely seek technical remedies for problems that
are inherently beyond the technical realm. The advancement of technology does not occur
independently, and technologies have evolved into more than just passive instruments; they
are social interventions that necessitate active participation in social, political, and ethical
discussions [10].
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2. Research Problem

Acknowledging the risk of unintentional bias in automated decision-making has led to the
extensive field of Algorithmic Fairness, where multiple definitions and metrics of fairness have
been proposed and tested. While some of these approaches are promising, they are limited re-
garding real-world applications [22]. Thus, it is necessary to move towards a multi-dimensional
approach to algorithmic fairness, that goes beyond the quantitatively (mathematically) focused
solutions primarily developed so far.

In recent years, the fields of Feminist HCI [23, 24, 25] and Queer HCI [26, 27, 28] have made
significant strides in understanding and addressing the issues of gender equality and LGBTQ+!
rights within the realm of Human-Computer Interaction (HCI), working with applications
situated in real-world contexts. However, as societal developments continue to unfold, it becomes
increasingly important to investigate the implications of technologies, such as Large Language
Models (LLMs)?, acknowledging the potential harmful misrepresentation and reinforcement
of problematic biases that exist within their use. This is especially a concern now that recent
research has demonstrated how LLMs, such as the highly discussed ChatGPT developed by
OpenAl, can seemingly exhibit political bias [30]. In extension, the continued dominance of
American-led companies in the Al market [31] raises concerns relating to the direction of their
politics, particularly regarding women’s rights and LGBTQ+ rights [32, 33, 34]. With restrictions
on freedom and access to healthcare, as well as increasing censorship in various states, it is
pertinent to question whether these perspectives will also be perpetuated by the LLMs produced
in these political environments. Will they reinforce the kind of thinking that primarily serves
one societal group, thereby diminishing the power of marginalized groups?

By critically examining the potential impact of LLMs on these critical issues, researchers
can strive to create technology that fosters inclusivity, social sustainability, and the pluralistic
coexistence of diverse perspectives, as well as empowers and uplifts marginalized communities.

2.1. Research Questions

This paper presents a sub-study that is part of a larger Ph.D. project, with the goal of developing a
new framework for the use of Participatory Design [35] to incorporate human domain knowledge
in the design of more holistic, context-aware, and sustainable Al systems. The goal therein is to
include human domain knowledge into a system’s dataset and learning process, but also and
most especially, to potentially include it in a continuous feedback and training loop. This is to
secure that the quality and relevance of the dataset and model follow the development of the
context in sustainable ways, instead of the context, i.e. humans, needing to adjust their reality
to fit the system once it is implemented.

The present sub-study succeeds the preliminary development of a theoretical framework
(named Socio-Ecologically Entangled Al, SEE-AI) and precedes future work of exploring how
this can be applied in practice, e.g. by co-designing prototypes or looking into possibilities of

! The acronym stands for Lesbian, Gay, Bisexual, Transgender, Queer/Questioning, with the + representing
additional gender identities and sexual orientations. The acronym can be found in other variations.

2 “A large language model is a trained deep-learning model that understands and generates text in a human-like
fashion." [29]
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retraining LLMs based on the SEE-AI framework. As such, the current focus relevant for this
paper is on exploring issues with current LLM interfaces, specifically ChatGPT, in relation to
the context of gender equality and LGBTQ+ rights. On that account, the research questions
defining this proposed sub-study are as follows:

« How could a methodological ’interview’ approach be developed to effectively explore
Large Language Models (LLMs) — through interactions with the interface — on their
portrayal of sensitive or problematic topics without encountering standardized non-
answers?

« How can the insights and inputs provided by participants in workshops and collaborations
with activist communities shape and inform the continued research agenda in addressing
biases and critical issues of LLM interfaces faced by marginalized groups?

These research questions will guide the methodological development and investigation in this
research endeavour, ensuring a focused approach contributing towards the broader goals of
accountable and equitable artificial intelligence design.

3. Proposed approach

With the positioning of this research being focused on issues of gender and LGBTQ+ represen-
tation in LLMs, there is a relevance in including and building upon established perspectives
and research presented in the relatively new fields of Feminist HCI [23, 24, 25] and Queer HCI
(26, 27, 28]. This study will also be positioned within the paradigm of Participatory Design
(PD) [35] to abate some of the weaknesses of HCI regarding genuine user involvement. One
particular reason is, that to address societal challenges and achieve a comprehensive perspective
on technology development, it is crucial to adopt a human-centered approach that considers a
broader concept of "humans" beyond simply the intended users.

3.1. Participatory Design Values

Participatory Design [35] has emerged as a pivotal research paradigm that primarily goes
beyond involving users in the design process merely as a show of tokenism [36].

While early user-centered approaches in HCI emphasized user feedback and testing, PD
moves beyond this relatively superficial user involvement and accentuates genuine inclusion of
users and other people of interest in all stages of the design process, ensuring their agency and
empowerment as active co-creators [37]. In addition, the cognitive approach, once dominant
in HCIL has been critiqued by the PD field as narrow, calling for a broader consideration of
social, cultural, and contextual factors that influence technology use [38]. By actively involving
users, especially marginalized and underrepresented groups, in decision-making and co-design,
a PD approach challenges traditional power dynamics and fosters more equitable and inclusive
design outcomes [35], similar to the principles of Feminist HCI [23, 24, 25].

3.1.1. Activist Communities and Participant Considerations

Given the chosen social domain, this study intends to engage with activist communities advocat-
ing for gender equality and LGBTQ+ rights, starting locally in Trento, Italy. The heterogeneous
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nature of activist communities calls for a pluriversal [39] perspective, recognizing that not all
design approaches will work for every participant and emphasizing the importance of equal
opportunities for all participants to have their voices heard and included [40, 37].

PD emphasizes the role of design in shaping the socio-political landscape through the pro-
duction of artefacts, and the importance of engaging a diverse group of users and non-users in
the process of designing these [35]. These dimensions will guide my engagement with activist
communities and the aim to contribute to empowering these communities to navigate the
complexities of technology and design while advancing their own goals and causes.

3.2. Considered Methods

With the aim to investigate the gender and LGBTQ+ bias present in linguistic models and its
implications, along with new ways of developing alternative models, the study will adopt a
critical design [41, 37] approach to facilitate participatory exploration and agenda development.

3.2.1. Interviewing non-humans

First of all, it is already known that systems are biased, as they will have values embedded within
them, whether intentionally or not. However, seeing as LLMs are often programmed not to
answer specific problematic questions [30], understanding the depth of particular adverse biases
requires new approaches. Thus, this sub-study includes the intention to develop a new creative
method of ’interviewing’ LLMs — through their interfaces — as the subject itself, trying to figure
out a strategy for circumventing the blockages of standard responses and accessing the core
systematic ideologies encoded in the model. Of course, it is important to note that the concept
of interviews normally concerns human subjects, and interactions with LLM interfaces are
more considered an exchange of queries or prompts and outputs. However, in the spirit of also
adopting more-than-human approaches [42, 43, 44], the intention is to include the non-human
entity in a similar (although not identical) manner as a human entity, trying to figure out how
it processes and presents information differently from humans, and identify harmful instances.

Using output from focus-group interviews with feminist and LGBTQ+ members and/or
activists, the idea is to develop two vignettes [45] grounded in real situations. The vignettes are
to be used as prompts, asking ChatGPT to describe the presented situation. Each vignette will be
prompted nine times, crossing three different ways of articulating the vignettes with requesting
to provide a description from three different viewpoints. The 18 outputs produced by the model
will then be analyzed qualitatively with an interpretive lens formed from feminist and LGBTQ+
theories (including Feminist and Quuer HCI literature), to interpret the representation of bias
in the instances. To evaluate the results of these analyses, the output from the prompts will also
be presented to the participants of the study to provide interpretations from perspectives build
on the personal experience and contextual expertise of the involved groups.

3.2.2. Participation

An important overarching methodology in the participatory critical design approach for this
sub-study is engaging in collaboration with particularly local feminist and queer activists, with
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the aim to first establish a shared understanding and identify considerations for developing a
specific research agenda that aligns with their perspectives and goals.

Facilitating an ’Open Space Technology’ [46] workshop, with variations, will provide a forum
for open discussion and identification of important points related to gender bias in linguistic
models. The purpose would be to encourage participants to freely contribute, express their
concerns, and share their diverse insights to shape the subsequent research agenda.

This can then act as a precursor to an exploratory participatory design process using critical
design techniques to provoke reflection and debate among participants, through e.g. *Thinking
Aloud protocols’ [47]. The intention is to have the participants engage with LLM interfaces,
specifically ChatGPT, while encouraging playfulness and exploration of the models to uncover
unexpected uses and responses. This will be followed by facilitating activities that promote
critical reflection, dialogue, and debate of the output received from the models.

4. Expected outcomes

While the methodological approaches for the study are still being developed and not entirely
planned in detail, it is important to acknowledge that predicting future outcomes can be
challenging. Nevertheless, I expect the following two general outcomes from this sub-study:

+ A Method for Interviewing Large Language Models: One of the anticipated outcomes
is the development of a method for effectively interviewing LLMs on topics they have been
programmed not to answer. For instance, investigating how LLMs portray gender biases
and uncovering the underlying mechanisms behind them. This method, translated into
a practical tool (of which the form has not been decided yet), will contribute to current
research on understanding and addressing biases in Al systems and increasing fairness. It
must be noted that research in the areas of Interpretable- or Explainable Machine Learning
also addresses bias and fairness, by developing models that can provide explanations
and justifications about their decisions or predictions in a way that is understandable to
humans [48]. However, this sub-study is not directly taking part in these conversations,
as the aim is to provide a qualitative counterpart from the perspective of human-machine
interaction, focused on how bias manifests in the interactions with the user interface. The
reasoning follows a current discussion on how transparent and explainable Al are still
algorithm-centered solutions, where a larger and more human-centered solution space
should be considered instead to manage the uncertainty present in interactions with Al
systems [49].

+ Input for Continued Research Agenda: The research study will be inductively guided
by the insights and inputs provided by the participants through different methods of
active involvement. With the participants’ voices and perspectives shaping the research
agenda, it will ensure that the research remains relevant, addresses community needs,
and focuses on the most critical issues faced by marginalized groups.

The idea for the next step after this sub-study, is to train an LLM on a self-curated dataset to
experiment on two points: 1) The outcome of training it on selective data curated from the
perspective of the theoretical SEE-AI framework mentioned previously. Thus, also joining the
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conversation on creating specifically leaning chatbots, exemplified by David Rozado’s creation
of the RightWingGPT [50]; 2) exploring what could be the minimal sample size required to
achieve fairness in relation to the representation of values of gender equality and LGBTQ+
rights.

Through these efforts, I aspire to make a valuable contribution to the advancement of more
accountable, inclusive, and ethical technology practices in the realm of Al
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