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Abstract
In general, traders test their trading strategies by applying them to historical market data (backtesting), and then reapply
those that have made the most profit on that past data.

In this article, we propose AITA (Artificial Intelligence Trading Assistant), our framework for generating trading systems
by applying the new trading strategy called DNN-forwardtesting [1] by determining the best strategy based on the prediction
issued by a deep neural network. In this work, we show the experiment with AITA involves the use of 10 stocks that are first
filtered according to their volatility using the Kmean++ model. Having determined the assets with average volatility, we use
this historical data to train a deep feed-forward neural network to predict price trends over the next 30 days of the open stock
market. Finally, the trading system, created by AITA, calculates the most effective technical indicator by applying it to the
DNN forecasts to generate the trading strategy.

The results confirm that neural networks outperform classical statistical techniques by increasing Sharpe, Sortino and
Calmar ratios compared to even strategies choosen through traditional backtesting.
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1. Introduction
Stock market forecasting is considered a field of research
with promising returns for investors. However, there
are considerable challenges to forecasting trends accu-
rately and sufficiently precisely due to their complexity,
chaotic and non-linear nature. In fact, traditional statisti-
cal models, which have been widely applied to market
trend forecasting so far, can easily handle only linear or
stationary sequences.

In our experiment, we used as benchmark the ARIMA
(Autoregressive Integrated Moving Average) model,
which is strength being in its robustness and efficiency
in terms of short-term forecasting [2] but showed poor
results. On the other hand, artificial intelligence models
are currently employed in a variety of tasks, e.g. to clas-
sify cyber attacks [3], predict network traffic anomalies
[4, 5]. Among such artificial intelligence methods and, in
particular, Deep Neural Networks (DNNs) have proven
suitable for dealing with complex non-linear problems
with multiple influencing factors [6].

In this paper we propose AITA, our framework that
uses historical stock price data to train a set of DNNs to
predict future (next month) stock prices. These predic-
tions are exploited in a new way to determine the most
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profitable technical indicators to be used as the basis of
the trading strategy.
In this work, we show AITA (Artificial Intelligence

Trading Assistant), our framework for generating trad-
ing systems which applies the new trading strategy called
DNN-forwardtesting [1], instead of forwardtesting (also
known paper trading) or backtesting. With our tech-
nique, the best strategy is devised by observing the prof-
its earned by applying candidate strategies directly to the
prediction of DNNs.

2. AITA features

2.1. Price Action notation
Technical analysis (TA) represents the type of invest-
ment analysis that uses simple mathematical formula-
tions based on Price Action. TA uses the analysis of asset
price history series [7], defined as OHLC, i.e., the opening,
highers, lowest and closing prices of an asset, typically
represented with candlesticks charts (see Fig. 1). For
each timeframe 𝑡, the OHLC of an asset is represented as
a 4-dimensional vector 𝑋𝑡 = (𝑥(𝑜)𝑡 , 𝑥(ℎ)𝑡 , 𝑥(𝑙)𝑡 , 𝑥(𝑐)𝑡 )𝑇, where
𝑥(𝑙)𝑡 > 0, 𝑥(𝑙)𝑡 < 𝑥(ℎ)𝑡 and 𝑥(𝑜)𝑡 , 𝑥(𝑐)𝑡 ∈ [𝑥(𝑙)𝑡 , 𝑥(ℎ)𝑡 ].
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Figure 1: Example of candlestick chart.

2.2. Volatility Estimators used
Volatility quantifies the dispersion of returns. Unfortu-
nately, this dispersion can not be measured and volatility
is not directly observable, but it is possible to estimate it
[8]. AITA framework is designed to use the Historical
Volatility measures1.

- The Parkinson (PK) estimator incorporates the
stock’s daily high and low prices as follow: 𝑃𝐾 =
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prices of 𝑁 observations.
- The Garman-Klass (GK) estima-

tor is calculated as follows: 𝐺𝐾 =
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This method is robust for opening jumps in price and
trend movements. However, the estimator assumes that
price movements are log-normally distributed, which
may not always be the case in practice.
- The Rogers-Satchell (RS) estimator uses the range

of prices within a given time interval as a proxy
for the volatility of the asset as follows: 𝑅𝑆 =
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that the range of prices within the interval is a good
proxy for the volatility of the asset, which may not al-
ways be the case. Additionally, the estimator may be
sensitive to outliers and extreme price movements.
- The Yang-Zhang (YZ) estimator [9] in-

corporates OHLC prices as follows: 𝑌𝑍 =
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studies have shown that the YZ estimator can perform
well in a variety of settings, including in the presence
of jumps and in the presence of non-normality in the
data. However, like any estimator, it is not perfect and

1https://dynamiproject.files.wordpress.com/2016/01/measuring_
historic_volatility.pdf

may have limitations in certain situations, and it is often
recommended to use multiple estimators and compare
their results to gain a more complete understanding of
the underlying volatility.

2.3. Trading Strategies implemented
Two distinct trading strategy classes are used in AITA
framework:

- Trend Following. One way to trade a trend is to look
at an asset with a resistance line. Once the price breaks
through resistance, a trader places an order in the direc-
tion of the breakout2. Trend-following, or momentum,
strategies have the attractive property of generating trad-
ing returns with a positively skewed statistical distribu-
tion. Consequently, they tend to hold on to their profits
and are unlikely to have severe ‘drawdowns’ ([10]).

- Mean Reversion. The idea of mean reversion strategies
is that the maximum and minimum price of a security is
temporary, and that it will tend to the average over time
(see [11]). Elliott et al.[12] explains how mean-reverting
processes might be used in pairs trading and developed
several methods for parameter estimation.
It is worth noting that trend following and mean re-

version strategies, although theoretically opposing ideas,
are not in conflict with each other and they are therefore
both applicable at the same time to the same security.

2.4. Metrics applied
Profit and risk metrics are crucial considerations in trad-
ing AITA framework evaluates the following, for the
potential profitability of the investments and to manage
the risk exposure.
(i) The Maximum drawdown (MDD) measures the

largest decline from the peak in the whole trading pe-
riod, to show the worst case, as follows: 𝑀𝐷𝐷 =
𝑚𝑎𝑥𝜏∈(0,𝑡)[𝑚𝑎𝑥𝑡∈(0,𝜏 )

𝑛𝑡−𝑛𝜏
𝑛𝑡

]. (ii) The Sharpe ratio (SR) is
a risk-adjusted profit measure, which refers to the return
per unit of deviation as follows: 𝑆𝑅 = 𝔼[𝑟]

[𝑟] . (iii) The
Sortino ratio (SoR) is a variant of the risk-adjusted profit
measure, which applies DD as risk measure: 𝑆𝑜𝑅 = 𝔼[𝑟]

𝐷𝐷 .
(iv) The Calmar ratio (CR) is another variant of the risk-
adjusted profit measure, which applies MDD as risk mea-
sure: 𝐶𝑅 = 𝔼[𝑟]

𝑀𝐷𝐷 .
To check the goodness of trades, we mainly focused

on the Total Returns 𝑅𝑘(𝑡) for each stock (𝑘 = 1, ..., 𝑝)
in the time interval (𝑡 = 1, ..., 𝑛), where 𝑇𝑅 = 𝑅𝑘(𝑡) =
𝑍𝑘(𝑡+Δ𝑡)−𝑍𝑘(𝑡)

𝑍𝑘(𝑡)
, and furthermore analysing the standard-

ized returns 𝑟𝑘 = (𝑅𝑘 − 𝜇𝑘)/𝜎𝑘, with (𝑘 = 1, ..., 𝑝), where
𝜎𝑘 is the standard deviation of 𝑅𝑘, e 𝜇𝑘 denote the average
overtime for the studied period.

2https://en.wikipedia.org/wiki/Breakout_(technical_analysis)
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3. Dataset Pre-processing

3.1. Volatility Stock Clustering

Table 1
List of 10 stocks randomly selected.

Ticker Company Market
CSGKF Credit Suisse Group AG Other OTC
EOG EOG Resources, Inc. NYSE
META Meta Platforms, Inc. Nasdaq GS
NKE NIKE, Inc. NYSE
DIS Walt Disney Co. NYSE
PG Procter & Gamble Co. NYSE
QQQ Invesco QQQ Trust Nasdaq GM
IBM Business Machines Corp. NYSE
ANF Abercrombie & Fitch Co. NYSE
CS Credit Suisse Group AG NYSE

From the ten stocks in tab. 1, we created a dataset com-
posed by the time series of the PK, GK, RS, YZ historical
volatility estimators. The data has been standardized and
clustered with K-means++ [13] following this process:

1. Compute k-means++ clustering for different values
of 𝑘. In our case, we varied 𝑘 from 2 to 20 clusters.

2. For each 𝑘, is calculated the total within-cluster sum
of squares (wss).
3. Plot the curve of wss according to the number of

clusters 𝑘.
4. Find the location of a bend (knee) in the plot, which

is generally considered as indicator of the appropriate
number of clusters, and the best clustering in our experi-
ments is for 𝑘 = 6.
Fig. 2 clearly shows that, between the considered

stocks, ANF and EOG have all the types of observations
spread over all the k-means++ clusters foreach historical
Volatility estimators considered. This makes them good
candidates for our final dataset because they gather all
the characteristics (pros and cons) of the four history
volatility estimators adopted.

3.2. Stocks Selected
ANF and EOG are certainly assets with a sometimes con-
troversial trend and consequentlywell profitable if rightly
analyzed. In order to prove that, the dataset is general
enough to model a variety of different shares with more
or less the same volatility coefficient (𝑣𝑐), AITA frame-
work also proves that the price time series corresponding
to the selected assets are completely uncorrelated, i.e.,
ANF and EOG does not influence each other. Therefore,
we evaluated the synchrony between the two financial
assets using (i) the Pearson coefficient [14] and the result
is 0.28 (see Fig. 3), which confirms that the two stocks

are almost completely uncorrelated. However, this is a
measure of the global synchrony in the overall period.

(ii) The Dynamic Time Warping (DTW) algorithm cal-
culates the optimal match between the two series by min-
imising the Euclidean distance between pairs of samples
at the same time. The minimum path cost is 𝑑 = 209.95,
and such a large distance between the two stocks sup-
ports our hypothesis of a complete absence of influence
between them.

4. Forecasting Methods

4.1. ARIMA model as benchmark
Fig. 4 shows the predictions on the closing prices made
with such auto-selected optimal ARIMAmodel for 𝑛 = 30
days following the training timespan, which corresponds
to the 2507 days of market from October 30, 2011 to
October 16, 2021. Table 2 reports the relative (very high)

Table 2
Error metrics of ARIMA on ANF and EOG stock price predic-
tion.

ARIMA
MSE RMSE MAE MAPE EVS

ANF 25.49 5.05 3.86 0.09 -0.02
EOG 56.23 7.50 5.42 0.06 -3.94

error metrics of it.

4.2. DNN model
In this section, we maintain the same forecasting objec-
tive of Section 4.1, i.e., 𝑛 = 30 days following the training
date. We empirically found that the neural network per-
forms better is the Multi Layer Perceptron when its input
layer is fed with the 𝑡 = 5 previous values, i.e., the prices
of the previous market week. In other words, to forecast
the price of a day 𝑠, the input neurons will be presented
to the prices of days 𝑠 − 1, … , 𝑠 − 5, respectively. The
network then outputs its price prediction via a single
neuron in the output layer.

The resulting optimal geometry has two hidden layers
composed by 10 ∗ 𝑡 and 5 ∗ 𝑡 neurons, respectively, as
in [3] and [5]. In addition, to help reducing overfitting
we applied a dropout of 0.2% on each of the two internal
layers [15] and, to introduce non-linearity between layers,
we used ReLU as the activation function. To estimate
the network learning performance during the training
we use the L1loss function, which measures the mean
absolute error (MAE) between each predicted value and
the corresponding real one. The optimisation algorithm
used to minimise such loss function during the training
is the adaptive moment (Adam).



Figure 2: Kmeans++ Clusters with 𝑘 = 6 of the Historical Volatility estimators dataset.

Figure 3: Pearson correlation between ANF and EOG.

Figure 4: Detail of ARIMA forecast for the last 30 days of the
ANF (left) and EOG (right) stock closing price.

Figure 5: Detail of DNN forecast for the last 30 days of the
ANF (left) and EOG (right) stock closing prices.

Figure 5 shows the DNN forecasts on the ANF and
EOG closing prices, respectively, in the same 30-day time
frame used for the experiments of the previous section,
whereas Table 3 reports the corresponding error metrics.
It is clear that the DNNperforms better than the statistical
methods shown with ARIMA.

Table 3
Error metrics of DNN on ANF and EOG stock price prediction.

DNN
MSE RMSE MAE MAPE EVS

ANF 1.75 1.32 1.07 0.02 0.91
EOG 2.39 1.55 1.23 0.01 0.7

5. The Experiment
After showing that DNNs are the best forecast technique
for our stock prices dataset, we can introduce the novel
trading system of AITA framework.
The AITA (algorithmic) trading strategy is encoded

in a set of entry and exit trading rules which are in
turn based on the value of a single indicator chosen
from a set of twelve common technical indicators, i.e.,
Simple Moving Average (SMA), Exponential Moving
Average (EMA), Moving Average Convergence Diver-
gence (MACD), Bollinger Bands (BBs), Stochastics (ST),
William %R (W%R), Momentum (MO), Relative Strength
Index (RSI), Average True Range (ATR), Price Oscilla-
tor (PO) (see [16]), Triple Exponential Moving Aver-
age (TEMA, [17]) and Average Directional Index (ADX).
We also tested some further meaningful combinations
of the above indicators, like in [18], and [19], such as
ST+MO+MACD, PO+W%R and PO+RSI.
AITA performed a DNN-forwardtesting of the strate-

gies based on each of the above indicators on the the 30-



ANF
Entry ((𝑥 (𝑙) < 𝑇𝐸𝑀𝐴(𝑙)) ∨ (𝑥 (ℎ) < 𝑇𝐸𝑀𝐴(ℎ))) ∧ ((𝑥 (𝑐) < 𝑇𝐸𝑀𝐴(𝑐)) ∨ (𝑥 (𝑜) < 𝑇𝐸𝑀𝐴(𝑜)))
Exit ((𝑥 (𝑙) > 𝑇𝐸𝑀𝐴(𝑙)) ∨ (𝑥 (ℎ) > 𝑇𝐸𝑀𝐴(ℎ))) ∧ ((𝑥 (𝑐) > 𝑇𝐸𝑀𝐴(𝑐)) ∨ (𝑥 (𝑜) > 𝑇𝐸𝑀𝐴(𝑜)))
EOG
Entry (+𝐷𝐼 > −𝐷𝐼 ) ∧ (𝐴𝐷𝑋 > 25)
Exit (−𝐷𝐼 > +𝐷𝐼 ) ∧ (𝐴𝐷𝑋 > 25)

Figure 6: Trading system rules.

days price forecasts following the training date ending
on October 16th, 2021, generated by the DNNs developed
in Section 4.2.
Our results show that the best indicator for ANF is

the Triple Exponential Moving Average, whereas the Av-
erage Directional Index is more suitable for EOG. The
corresponding trading rules, based on such indicators,
are shown in Figure 6, where (𝑜), (ℎ), (𝑙), (𝑐) refer to the
OHLC prices, respectively, and 𝑥 is the current (open-
ing, highest, etc.) price. Such rules were applied to the
possible future during the forwardtesting.

Table 4
Performance of AITA forwardtesting-selected indicators.

#Trades TR ($) ShR SoR CaR
ANF 3 6.126 2.194 3.340 12.403
EOG 3 1.374 1.253 2.556 5.814

Then, we evaluated the profit deriving from the appli-
cation of such a strategy on the real data of the 30-day
trading period following October 16th, 2021, having as
starting point a budget of $100 invested in compound
mode. The results are shown in Table 4.

As a baseline to compare such metrics, we re-evaluated
the same set of technical indicators through the tradi-
tional backtesting technique on the historical data for
the 30 days before October 16th, 2021, to see if it would
result in different choices and maybe different profits.
The results show that a trader using backtesting would
choose ADX for the EOG share, as with our forwardtest-
ing technique, so the profit would be the same in this
case. However, the TEMA indicator would not be chosen
for the ANF share. Indeed, the most promising indicator,
given the past 30 days of market, would be RSI (with
overbought 70 and oversell 30). However, if applied to
the future, it would result in a loss of 1.16%, as shown in
Table 5.

Table 5
Performance with backtesting-selected indicator (RSI).

#Trades TR ($) ShR SoR CaR
ANF 1 -1.168 0.119 0.158 -0.935

6. Conclusions
In this paper, we propose AITA framework, a stock mar-
ket trading system that exploits deep neural networks
as part of its main components, improving on previous
work [20, 1].

The novelty of the approach implemented in AITA
framework lies in the indicator selection technique that
is completely different from the usual backtesting or real-
time forwardtesting. AITA framework determines the
most profitable indicator on the probable future predicted
by a deep neural network trained on historical data.
As discussed, neural networks outperform the most

common statistical methods in stock price forecasting
predicting future allows for a very accurate selection
of the indicator to be applied, which takes into account
trends that would be very difficult to capture through
backtesting.

To validate this claim, we applied our methodology on
two very different assets with medium volatility, and the
results show that our DNN-forwardtesting-based trading
system achieves a profit equal to or higher than that of a
traditional backtesting-based.
Given the promising potential of this approach, we

will further test its reliability with more refined feature
selection (e.g., [21, 4]) and balancing (buy, sell and hold
trades) strategies (e.g., [22, 23]).
Finally, since such neural networks can be seen as

black-box decision-making systems, we could also study
themonitoring ofmachine ethics and the rules [24, 25, 26]
related to their activity.
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