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Abstract
The widespread use of Automated Fingerprint Identification Systems (AFIS) in consumer electronics opens for the development
of advanced presentation attacks, i.e. procedures designed to bypass an AFIS using a forged fingerprint. As a consequence,
AFIS are often equipped with a fingerprint presentation attack detection (FPAD) module, to recognize live fingerprints from
fake replicas, in order to both minimize the risk of unauthorized access and avoid pointless computations. The ongoing arms
race between attackers and detector designers demands a comprehensive understanding of both the defender’s and attacker’s
perspectives to develop robust and efficient FPAD systems. This paper proposes a dual-perspective approach to FPAD, which
encompasses the presentation of a new technique for carrying out presentation attacks starting from perturbed samples with
adversarial techniques and the presentation of a new detection technique based on an adversarial data augmentation strategy.
In this case, attack and defence are based on the same assumptions demonstrating that this dual research approach can be
exploited to enhance the overall security of fingerprint recognition systems against spoofing attacks.

Keywords
Fingerprint, Presentation Attack Detection, Convolutional Neural Networks, Adversarial Perturbation, Data Augmentation

1. Introduction
Recent consumer electronics, such as smartphones, lap-
tops, etc., are more and more focused on protecting users’
privacy by enforcing access only to authorized subjects.
This is resulting in the development and integration of
authentication devices, often exploiting users’ biometrics
in order to identify them based on who they are rather
than on what they carry. Among all, subject authenti-
cation based on fingerprints is widely adopted in public
security systems (e.g. banks) as well as on personal de-
vices, thanks to its low invasiveness and high precision.
The flip side of this massive and long-time usage is in the
broader range of opportunities an attacker has to develop
more ingenious presentation attacks, namely procedures
aimed at bypassing an Automated Fingerprint Identifi-
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cation System (AFIS) by using an artificial fingerprint
replica (spoof or presentation attack)[1].

It is extremely important to identify a fake fingerprint
as early as possible in the AFIS processing pipeline in
order to both minimize the risk of unauthorized access
and to avoid pointless computations [2]. To this aim, in
recent years, AFIS are often equipped with a Fingerprint
Liveness Detection (FLD) module, often also referred to
as Fingerprint Presentation Attack Detection (PAD or
FPAD), to recognize real fingerprints (i.e., coming from a
“live” finger) from spoof replicas. Artificial fingerprints
can be crafted using different materials, including very
common ones, such as latex and wood glue. Liveness
detection can exploit external sensors (e.g. temperature)
or rely only on the acquired image. The latter solution is
often preferred, as an image processing approach suits
the FPAD for several devices and scenarios.

As for other image processing tasks, presentation at-
tack detection has seen the rise and establishment of Ma-
chine Learning (ML) as an effective approach to the prob-
lem, with deep Convolutional Neural Networks (CNNs)
obtaining state-of-the-art performance in identifying a
large number of fake samples [3, 4]. An interesting side
effect resulting from the availability of CNN-based FPAD
and of a large number of fake and real samples is the de-
velopment of counter-anti-spoofing techniques, namely
approaches aimed at bypassing an AFIS despite being pro-
tected by an FPAD. On this line, in previous works [5, 6],
we introduced the concept of adversarial fingerprints, i.e.,
the first time ever set of attacks designed to circumvent
an FPAD by exploiting adversarial perturbations, namely
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Figure 1: Challenges introduced in each edition of the international competition LivDet.

a set of algorithms designed to mislead a target CNN
by means of a specifically crafted noise. Using the same
principle, in [7], we introduced ALD (Adversarial Live-
ness Detector), whose core idea is to exploit adversarial
fingerprint [5, 6] as a way to perform data augmentation
in order to increase the model generalization ability.

2. Fingerprint Liveness Detection
Competition

To support the research and development of increasingly
sophisticated presentation attack detectors on a common
experimental protocol, in 2009 the first Liveness Detec-
tion (LivDet) Competition1 [8] was started through the
collaboration of the University of Cagliari and Clarkson
University. LivDet is a biennial competition in which
participants from both academia and industry are chal-
lenged to identify spoofs from live samples [9]. Each
edition has its own distinctive set of challenges that com-
petitors must overcome, such as the presence of different
materials for the training and test sets (never-seen-before
materials) and the integration of FPADs into AFIS. These
challenges have highlighted the arms race nature of fin-
gerprint presentation attack detection. For example, a
new spoof fabrication technique, called ScreenSpoof [10],
was introduced in LivDet2021, which highlighted the
ongoing vulnerability of modern FPADs to never-before-
seen-before attacks, i.e. attacks unknown in the training
phase of the classification model (Figure 2). The LivDet
competition is therefore based on the concept that to
design a robust and efficient FPAD system, both the de-
fender’s and attacker’s perspectives must be considered:
the organizers put themselves in the shoes of the attack-
ers, allowing the competitors to assess the effectiveness
of the presented algorithms by simulating real-world at-
tacker scenarios. Another key point in the design of a
reliable FPAD is considering its integration with an AFIS.

1https://livdet.diee.unica.it/

Italdata GreenBit Dermalog

2011 (C) 2021 (C)

0

10

20

30

40

50

60

2021 (SS) 2021 (C)

A
P

C
ER

 (
%

)

Figure 2: Comparison between mean APCER on the consen-
sual test set (C) and ScreenSpoof test set (SS) for LivDet2021.

For this purpose, starting from LivDet 2019, the evalua-
tion of integrated systems has also been introduced. This
is a critical step since anti-spoofing algorithms are not
expected to work independently, and the integration may
significantly influence the recognition system’s perfor-
mance2 [11]. In this respect, the LivDet competition is
crucial in identifying different algorithms’ strengths and
weaknesses and guiding the development of more robust
and efficient integrated systems. Designers can then use
the knowledge resulting from each edition to improve
their solutions.

3. Fingerprint Adversarial
Presentation Attack in the
Physical Domain

Digital adversarial attacks have proven effective against
modern AFISs, even when protected with an FPAD mod-
ule. In particular, this type aims to deceive the AFIS/F-
PAD module using adversarial perturbations, i.e. small
2https://livdet.pythonanywhere.com/



Figure 3: Adversarial presentation attack schema.

changes added to the fingerprint image designed to mis-
lead the system without being visually noticeable to a
human observer. However, these digital attacks typically
assume access to the internal modules of the system, mak-
ing them unrealistic. For this reason, we explored the
threat level of physical adversarial attacks in a realistic
scenario where attackers cannot directly feed a digitally
perturbed image to the FPAD and they have to create a
physical replica to breach the system through the sensor
[5]. Figure 3 shows the process of creating the adver-
sarial presentation attack. Starting from the image of
a fake fingerprint it is possible to inject noise to obtain
an adversarial image considered live by a classifier. The
PA is obtained by printing the digital adversarial image
negative on a translucent sheet using a standard laser
printer and casting a silicone material on top of it (Figure
4). We evaluated the percentage of successful fingerprint
adversarial presentation attacks on both white-box and
black-box systems, with white-box systems referring to
AFISs and FPADs in which the attacker has complete
knowledge of the system architecture and parameters
and black-box systems referring to those in which the at-
tacker has no prior knowledge of the underlying system.
These experiments have highlighted the feasibility and
danger of the attack.

4. Adversarial Liveness Detector
ALD represents the deep learning-based fingerprint live-
ness detection proposed in [7], whose aim is to exploit the
experience matured as attackers to design an ad-hoc ad-
versarial data augmentation strategy intended to increase
the effectiveness of CNN-based presentation attack detec-
tion. To test the effectiveness of the proposed approach,

Figure 4: Example of the adversarial fingerprint physical
spoof realisation. The expert is depositing a layer of latex over
the printed adversarial fingerprints.

we took part in the LivDet 2021 [12] competition, sub-
mitting a methodology to recognize counterfeit biometry
from live ones and obtaining first place out of 23 par-
ticipants in the “Liveness Detection in Action track”. In
particular, the idea of the proposed solution is to leverage
adversarial fingerprints as a way to force the designed
CNN-based liveness detector to focus only on the most
important portions of the fingerprint, with the aim of
reducing the chance of it being misled by minor details.
Indeed, adversarial perturbations are very suited for this
goal, as they tend to highlight such minor details that
tend to mislead the pad. To maximize this effect, it is con-
venient to use a gradient-based adversarial perturbation
algorithm, in order to exploit the gradient with respect
to the input of the used CNN-based FPAD. Among all the
fingerprints adversarial algorithms, we made use of the
modified version of DeepFool [13] based on an efficient
iterative approach exploiting the network gradient of a
locally linearized version of the loss. More in detail, we
further modified the perturbation strategy by not inter-
rupting the attack as soon as the target liveness detector
recognized a fake fingerprint as live with a probability
≥ 70% and by amplifying the perturbation at each iter-
ation by a magnification factor of 103. As a result, we
obtained an attack success rate ≥ 99%, with every single
fingerprint able to fool the FPAD with a confidence of at
least 70%.

However, using adversarial fingerprints as an ad-hoc
data augmentation strategy is not trivial, as a target CNN-
based FPAD is needed to craft the adversarial fingerprints
and it is important to not cause the final model to be over-
fitted to the adversarial samples. In ALD, we designed
an iterative training procedure consisting of three main
steps: we first train a CNN-based FPAD on the clean
(i.e. non adversarially perturbed) fingerprint data, we
then generate the adversarial fingerprints as described
above by using the target CNN FPAD as LD, and repeat



the training by also adding the adversarial fingerprint to
the training data with their original label (i.e. the pre-
perturbation class), as we want to make the FPAD more
robust. The result is an adversarial data augmentation
schema, summarized in Figure 5, where adversarial at-
tacks are exploited to improve the network generalization
ability.

The performance obtained in the LivDet 2021 [12] in-
ternational competition proved the effectiveness of the
methodology proposed in [7] and highlighted the signifi-
cant contribution of adversarial perturbation techniques
to the generalization capacity of the CNNs considered as
FPAD. In future works we will further investigate the use
of adversarial fingerprints in the context of both liveness
detection and subject matching, trying to understand
whether this experience can be used also to support or
against impersonification attacks.

Figure 5: The proposed three-stage training schema: In the
first step (A), the model (pre-trained on ImageNet) is fine-
tuned on the clean challenge data. We also adopt classical
data augmentation, limited to algorithms operating only on
pixel intensity values (saturation, shading, etc.). Once the
model is trained, the DeepFool algorithm is used to create
a new dataset of adversarially perturbed fingerprints (both
live and fake fingerprints are perturbed). In the second step
(B), the model is further fine-tuned by using the new dataset
consisting of both original and perturbed fingerprints. The
same set of classical data augmentation algorithms is also
used. In the third step (C), the model is fine-tuned for the
last time by using the new dataset consisting of both original
and perturbed fingerprints, but without using any other data
augmentation operation.

5. Conclusions
Fingerprint Presentation Attack Detection (FPAD) is con-
sidered an arms race problem due to the continuous and
dynamic struggle between attackers who develop novel
techniques to deceive fingerprint recognition systems
and defenders who design and improve FPAD methods
to counter these threats. For this reason, the dual ap-
proach that considers the two points of view during the
design of FPADs and their integration into AFIS is cru-
cial to discover unknown vulnerabilities and fix them.
Our experience in the international competition LivDet
as organizers, for the University of Cagliari, and as par-
ticipants, for the University of Naples Federico II, has
allowed us to highlight this aspect. Moreover, in this
paper, we have presented a case of dual approach in the
FPAD related to the exploitation of spoofs obtained with
adversarial processes: we have shown that it is possible to
start from the analysis of the danger deriving from a new
attack technique, in this case the adversarial presentation
attack, a defence technique can be designed.
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