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Abstract
Care Robots are the future of healthcare giving for patients with chronic diseases and disabilities. For improving the quality
of care-giving and the trustworthiness of those robots, they should be equipped with emotion recognition capabilities and
empathetic behavior. In this work, we propose an framework for an empathy module to be incorporated in every care robot,
and then demonstrate the effectiveness of our proposal by means of an example.
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1. Introduction
Healthcare is shifting into patient-centered healthcare
with the objective to empower patients to become active
participants in their care and to ensure better health
outcomes. However, the nonclinical needs of patients
mental health and well-being are frequently overlooked
by contemporary patient-centered healthcare models.

The COVID19 pandemic has accelerated the develop-
ment of robots and virtual assisted living that can help
care for persons with disabilities and aging adults both
physically and emotionally. Given the intimate human-
machine interaction in the case of care robots, it has
become fundamental for these robots to demonstrate
an empathetic behavior. This would result in more pro-
ductive and delightful interaction that contribute to the
patient well-being and mental health and to the trust
relation between the patient and the machine.

Artificial Empathy (AE) refer to the development of
AI systems, such as care robots or virtual agents, that
are able to detect and respond to human emotions in an
empathetic way. Interest in empathetic robots is growing
in academia and industry in the last years.

The patient and her/his care robot (CR) can b seen as
two agents in a Multi-agent system (MAS). To achieve
better results via cooperation and enhance the mutual
trust, agents interacting with other agents and in par-
ticular with humans must be able to reason about what
these other agents should and can do, because the robot
should support the human to accomplish her tasks. Sev-
eral agent-oriented programming languages and systems
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exist, many of them based upon computational logic (cf.,
e.g., [1] for recent survey on such languages). We con-
centrate on such approaches, as logic-based agents are
in principle verifiable and thus trustworthy, and more
capable that in other approaches to provide the user with
explanations, as logical inference can be transposed into
natural language (see, e.g., [2], Chapter VII).

Theory of Mind (ToM) is starting to be applied to
robotics [3]. It is often linked to the so-called Affective
Computing, which is a set of techniques able to elicit
a human’s emotional condition from physical signs, to
enable the system to respond intelligently to human emo-
tional feedback, and thus to enhance ToM activities by
providing it with perceptions related to the user’s emo-
tional signs. In order to render these robots acceptable
and even appreciated by users, they will have to be pro-
grammed so as to mimic basic social skills and behave
in a socially acceptable manner. This means that their
behaviour should be to some extent predictable by the
user and conformant to social and ethical standards [4].

Virtual Reality (VR) defines as a technology that cre-
ates simulated environments to mimic real-world situa-
tions.

Since the use of VR can turn threatening and tedious
conditions into safe and enjoyable states; in recent years,
employing this technology has been considered for the
treatment of many mental illnesses especially for anxiety
disorders [5]. One approach that can be implemented
in VR to treat anxiety is exposure therapy (VRET), it is
client-centered and helps clients confront fear-inducing
stimuli through guided exposures and is often paired
with cognitive–behavioral therapy.

For the sake of improving care giving by care robots,
in this work, we propose a framework for an empathy
management module, based upon an enhanced notion of
Behavior Trees.
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2. Background: Behavior Trees
Behavior Trees (BTs) were invented as a tool to enable
modular AI in computer games. A behavior tree is es-
sentially a mathematical model of plan execution, where
each element (task, action, etc.) of a plan is associated
to a node in the tree. Their strength comes from their
ability to create complex tasks composed of simple tasks
without worrying how the simple tasks are implemented.
In the last decade BTs received an increasing amount
of attention both in computer science, robotics, control
systems and video games. For comprehensive survey of
BTs in Artificial Intelligence and Robotic applications see
[6].

In this section, we introduce a definition of BTs based
on the description of Champandard and Knafla [7, 8]..

A BT is a directed acyclic graph consisting of different
types of nodes, each one associated with executable code
(where such code enacts an element composing a plan).
In most cases, a BT is tree-shaped, hence the name. How-
ever, unlike a traditional tree, a node in a BT can have
multiple parents which allows the reuse of that part of the
BT. The traversal of a behavior tree starts at the top node.
When a node is traversed the associated code is executed
(we say for short that the node is executed), returning
one of the three states: success, failure or running. In our
case, a BT is composed of the following types of nodes,
where the type denotes the kind of task related to node
execution:

2.1. Leaf Nodes
Action: An action represents a behavior that the charac-
ter can perform. The action returns success, failure, or
running state. An action is depicted as a white, rounded
rectangle.

Condition: A condition checks an internal or external
state. It returns either success or failure. A condition is
represented as a gray, rounded rectangle.

2.2. Inner Nodes
Sequence Selector: A sequence selector is a node that
typically has several child nodes that are executed se-
quentially. If every child node returns success, then this
selector returns success. Should any child fail, the selec-
tor immediately returns failure. If a child returns running,
the selector also returns running. A sequence selector is
depicted as a gray square with an arrow across the links
to its child nodes.

Priority Selector: A priority selector has a list of child
nodes which it tries to execute one at a time, with respect
to the specified order, until one of them returns success.
If none of the children succeeds, then the this selector
returns failure. If a child is running, it returns running.

Figure 1: A general architecture for emotional empathetic
agents.

A priority selector is represented with a gray circle with
a question mark in it.

Parallel Node: A parallel node executes all of its child
nodes in parallel. A parallel node can stop executing its
child nodes. One may specify the number of child nodes
that must execute successfully for the parallel node to
succeed, and those that must fail in order for the parallel
node to fail. A parallel node is depicted as a gray circle
with a P in it.

Decorator: A decorator is a node that acts as a filter
that places certain constraints on the execution of its
single child node without affecting the child node itself.
Decorators are represented as diamonds with descriptive
text inside.

3. A framework for Empathetic
Agents

In this section, we present the proposed framework for
emotional empathetic agents, depicted in Figure 1 and
discuss its main components. Sensors An agent perceives
its environment through sensors and acts upon it through
actuators.

Emotion Recognition: this module receives the raw data
from the sensory input and processes it to synthesize the
user’s affective state 𝐸. The output < 𝑃,𝐸 > differenti-
ates between the input data 𝑃 from the sensor about the
environment and the synthesized emotional state 𝐸.

Affective Appraisal refers to the process in which
events from the environment are evaluated in terms of
their emotional significance. Appraisal theory is the the-
ory in psychology that emotions are extracted from our
evaluations (appraisals or estimates) of events that cause
specific reactions in different people.

Affective State The term affective state refers to how
an entity is currently feeling, that is the product of its
emotions at a certain moment in time. Within an emo-
tional agent architecture [9], emotions were represented
as signals1 coming from the Affective Appraisal module.

1The signals correspond to what in neuroscience is the concentration



The set of all signals of the same type forms the corre-
sponding emotional state. Each signal has the form of a
sigmoid curve and consists of the following phases: delay,
attack, sustain and decay.

Decision Making This module is responsible for select-
ing the next action to execute. It receives inputs from the
Emotion Recognition module as well as from the Affec-
tive State and the Agent Memory module. Note that here
with 𝐸 we indicate the emotional state of the human that
interact with the automation (namely, the agent), and
with �̂� we indicate the emotional state of the agent (that
is, the automation).

Agent Memory The knowledge base represents the
memory of the agent. Here, all information from sensory
inputs 𝑝 from the environment and user’s emotional state
𝐸 as well the actions 𝐴 selected to be executed are stored
with a time stamp.

Actuators The actions 𝐴 selected by the Decision Mak-
ing module are passed to actuators, whose role is to exe-
cute them on the environment. Actions come together
with an emotion encoding to display agents emotions via
verbal or visual communication. Each actuator, depend-
ing on the type of application, must be equipped with
the ability to render the emotional aspect of actions. One
example could be a verbal communication to a human
while having a smiling face.

4. Emotional Behavior Trees
It is not straightforward to couple behavior trees with
emotions to mimic human emotional decision making. If
we wish to have a natural and interesting agent’s behav-
ior, it is important that characters behave in an emotional
way. It could be claimed that it is possible to incorporate
emotions into behavior trees by merely using emotions
in the conditions. However, doing so may create large
cumbersome behavior trees that are difficult to manage.
For each behavior, a specific set of conditions would
have to be placed on emotional states. These conditions
would most likely take the form of checking the emo-
tional values against a fixed threshold, which would dis-
able a subtle emotional effect on decision making. Thus,
this approach would most likely lead to a large behavior
tree with numerous nested conditions, making it diffi-
cult to construct and manage. Furthermore, in this work
we focus on emotion-based interaction between humans
and machines, and human (the end user), with emotions
modeled as condition-action, would certainly feel that
the system is programmed to react to her/his inputs not
in a genuine emotional way, but rather in a rational way
as a machine typically does.

of certain chemical substances in human brain. The signal we use
is a simplified representation of the concentration levels.

4.1. Emotional Selector
To take emotions into consideration, Johansson and
Dell’Acqua [10] extended the definition of behavior trees
and introduced a new type of selector, called the emo-
tional selector. They called the resulting model the emo-
tional behavior tree (EmoBT).

Emotional Selector: reorders its child nodes accord-
ing to a number of identified relevant factors and the
affective state of the agent (see section 5). Once the or-
dering has been established based upon the probabilities
of nodes, the emotional selector behaves as a priority
selector. When it completes its execution, and re-execute,
the ordering of the nodes must be re-calculated. An emo-
tional selector is represented with a gray circle with the
character ’E’ in it.

5. Modelling VRET-Companion
Behavior via EmoBTs

We present here a simple VRET-Companion behavior sce-
nario with an emotional behavior tree. This example aims
to illustrate the usefulness of our model in a VRET sce-
nario. VERT-Companion is a virtual character that play
the role of user companion in a virtual reality settings.
This character try to approach the user (represented as
another character) and interact with her/him.

Similar to [10], we will consider three relevant aspects
for our application; Risk, Time and Planning. Below we
show how to incorporate these three aspects into EmoBTs
by following methodological steps.

1. Objectives: To model VRET-Companion charac-
ters.

2. Relevant aspects 𝑅 =
{𝑅𝑖𝑠𝑘, 𝑇 𝑖𝑚𝑒, 𝑃 𝑙𝑎𝑛𝑛𝑖𝑛𝑔}.
Risk perception: The perceived risk of an action
is greatly influenced by emotions [11]. Stud-
ies by Lerner and Keltner [12] have shown that
happy and angry people are willing to accept
greater risks, while fearful people are more pes-
simistic. Maner et al. [13] shows that anxiety is
connected to risk-avoidance, while sadness al-
lows for greater risks, but instead gives a focus
on high rewards.

3. 𝐸 = {fear , fatigue, sadness}. Only three emo-
tions were identified for simplicitly of exposition.

4. Definition of Risk -value (Risk Assessment): Risk
has to do with how dangerous the character
believes a situation is. A risk value is between
0 and 1; 0 being no risk at all, and 1 being
extremely dangerous. The risk value measures
the probability of risk. EmoBTs cannot reason
about the risk of performing an action, but we
allow the designer to add a risk value to each leaf



node in the tree, and derive the associated risk
for the inner nodes.

Action: An action has a risk value that is set by
the designer (0 by default).

Condition: A condition has a risk value that is set
by the designer (0 by default).

Sequence Selector : Since a sequence selector per-
forms every child node of the sequence, the risks
of every child nodes must be combined. The over-
all risk value is calculated as:

Risk 𝑗 = 1−
𝑁∏︁
𝑖=1

(1− Risk 𝑖)

where 𝑁 is the number of child nodes of 𝑗.

Priority Selector: A priority selector 𝑗 only ex-
ecutes one of its child nodes. Since we cannot
determine in advance which node will be exe-
cuted, we define the risk value of 𝑗 as the average
of the risk of every child node 𝑖:

Risk 𝑗 =

∑︀𝑁
𝑖=1(1− Risk 𝑖)

𝑁

Parallel Node: Since all of the child nodes of a
parallel node 𝑗 are executed, the risk is defined
as:

Risk 𝑗 = 1−
𝑁∏︁
𝑖=1

(1− Risk 𝑖)

where 𝑁 is the number of child nodes of 𝑗.

Decorator: The risk value of a decorator is the
same as the one of its child node.

5. To mimic how affective states influence decision
making, we introduce emotional weights for ev-
ery relevant factor. Below we show the Risk factor.
Let 𝑒+1 , . . . , 𝑒

+
𝑀 (resp. 𝑒−1 , . . . , 𝑒

−
𝑁 ) be the values

of the emotions that positively (resp., negatively)
affect the perception of risk. We define the emo-
tional weight for risk as:

𝐸Risk =

∑︀𝑀
𝑖=1 𝑒+𝑖
𝑀

−
∑︀𝑁

𝑗=1 𝑒−𝑗
𝑁

6. For every aspect 𝑟 ∈ 𝑅 we define the weight𝑊𝑟,𝑖

of every child node 𝑖 of any emotional selector.
We consider the Risk aspect. The weight for risk
for a child node 𝑖 is calculated as:

𝑊Risk,𝑖 = (1− 𝐸Risk × 𝛿)× Risk 𝑖

where Risk 𝑖 is the risk value for the child node
𝑖. Note that 𝑊Risk,𝑖 should be clamped to the

interval [0; 1] since it represents a probability.
The variable 𝛿 determines how much emotions
affect the weights. Its value must be between 0
and 1, where 0 signifies no emotional impact and
1 corresponds to full emotional impact.
The weight for time is calculated in the following
way:

𝑊time,𝑖 = (1− 1

1 + 𝜇× 𝑡𝑖𝑚𝑒
×𝑚𝑎𝑥((1−𝜆+𝜆×𝐸time), 0)

where 𝜇 is a variable that is set to a value that fits
the time span used in the simulation. time is the
emotional effect delay time calculated as:

𝑡𝑖𝑚𝑒 = 𝐿𝑖 +
𝑈𝑖 − 𝐿𝑖

2
× ((1− 𝜎 × 𝐸opt)

where 𝐸opt is the emotional impact on optimism.
The weight for the planning is calculated as:

𝑊plan,𝑖 = (1− 1

1 + 𝜔 × 𝑝𝑙𝑎𝑛𝑖
×𝑚𝑎𝑥((1−𝜑+𝜑×𝐸plan), 0)

where 𝜔 is to fit the planning amount of the sim-
ulation.

7. The overall weight of a child node 𝑖 is calculated
as:

𝑊𝑖 = 𝛼×𝑊Risk,𝑖+𝛽×𝑊Time,𝑖+𝛾×𝑊Plan,𝑖

The constants 𝛼, 𝛽 and 𝛾 give importance to their
respective factors.
To select which child node to execute, we list
them in ascending order according to the weight
value 𝑊𝑖. Hence, the lower value of 𝑊𝑖, the more
desirable is the node.

5.1. VRET-Companion Behavior
There are different ways in which the the VRET-character
might interact with the user character. Here we would
like to show how the emotional selector can be used to
let the VRET-Companion choose the behavior which is
most suitable under the current emotional circumstances.
We design a simple interaction scenario where the char-
acter has the following simple interaction choices: it can
simply greet the user ’say hi’, then it can go away; it can
check the weather outside, if there is sun, comments the
weather; it can decide to start a conversation, or even
play music and start to dance encouraging the user to
mimic the dance movements. The character should lay
down to rest when its energy is low; and it should maybe
go around looking for users. The emotional behavior
tree used for the example is depicted in Figure 2. In the
tree there is on emotional selector with four child nodes
(two sequence selectors s1, s2, and two simple action



Figure 2: The behavior tree for the VRET Companion

Figure 3: Time, risk and planning values of leaf nodes

nodes n3, and n4). This emotional selector contains the
set of interaction options the character has when it de-
cides to approach the user. The first child node contains
a sequence of two actions: to say hi then go away.

Figure 3 shows the amount of risk, planning, and time
intervals for every child node of the emotional selector.

For this scenario we consider the emotions: fear, sad-
ness, and fatigue. Constants 𝛼, 𝛽, 𝑎𝑛𝑑𝛾 are set to 1.0.
And constants 𝜇, 𝜆, 𝜎, 𝛿, 𝜔, 𝑎𝑛𝑑𝜑 are set to 0.8, 0.9, 0.5,
0.6, and 0.6 respectively. We use fear as negative emo-
tional impact for risk with a static value of 1.0 as balance
since we do not include any positive emotional impact.
For planning, we use fatigue as a positive emotional im-
pact. For time, we use sadness as positive emotional im-
pact. For this example we let 𝐸𝑜𝑝𝑡 be zero. The emotions
mentioned here are derived from psychological theories
presented in Section 5

We let the specified emotions take different values to
illustrate the effect this has on the action selection. In
Figure 4, 5, 6 we list the overall weights for different
factors given different emotional states. It can be easily
seen that emotions greatly affect the factor weights in
different ways, resulting in different overall weight for
the child nodes. The VRET companion example above
is simulated under different emotional states. In Figure
7, the weight values for each action are shown under
different emotional conditions. It can be seen that the
weight values change widely due to emotional impact.
For example, when the character is afraid, s2 is the most
desirable choice because it is not risky. When the char-
acter is sad s1 is the most suitable one because it takes

Figure 4: Weights For S1, S2, n3 and n4 when the value of
fear is 1.0 and The VALUE OF THE remaining emotions is 0.0.

Figure 5: Weights For S1, S2, n3 and n4 when the value of
sadness is 1.0 and The VALUE OF THE remaining emotions is
0.0.

Figure 6: Weights For S1, S2, n3 and n4 when the value of
fatigue is 1.0 and the value of the remaining emotions is 0.0.

much shorter time to execute. Finally when the character
is tired, then s2 is selected since it consists of one action
that needs little planning. It is possible to manipulate

Figure 7: The weight values for the VRET companion example,
given different emotional states. When listed, each emotion
has the maximum value 1.

the order of the execution of the child nodes to force
the character to choose a less desirable node (action) be
assigning probabilities to child nodes.

6. Related Work, Conclusions and
Future Work

In this work we outlined our line of work on emotional
human-automation interaction, with the intention of
modeling realistic, believable characters and, more gener-
ally, to devise a module for managing emotions in human-
AI interaction, to be potentially incorporated in any agent
architecture.

A relevant context of empathetic interaction is within
synthetic character applications. Several synthetic char-



acters have been developed where empathy and the de-
velopment of empathic relations played a significant role.
These include theatre, storytelling and personal, social
and health education (cf., for a survey, to [14]).

Research on computational modeling of empathy has
shown that empathic capacity in interactive agents lead
to more trust, help coping with stress and frustration
and increase engagement [15]. Equipping artificial social
agents with empathic capabilities is, therefore, a crucial
and yet challenging problem.

Previous existing proposals concerning empathy in
agents are discussed in the survey [14] (cf. also the refer-
ences therein). The approaches discussed in the survey
fall within one of the two classes, and, typically, are tai-
lored to a certain application domain. The novelty and
relevance of our approach is that: (i) it is fully general
(and thus can be exploited in any kind of application);
(ii) it encompasses both aspects, as an agent can be an
observer that empathize with other agents, particularly
with human partners, and at the same time it can lead
the user to choose the right course of action.

Currently, we are developing a theoretical framework
for modeling emotional empathetic interaction in the
context of car interfaces. The research goal is to monitor
the emotions of drivers and to enable novel driver-car
interactions.

In future perspective, we aim to further generalize
our approach and test its applicability in a wider range
of contexts, with particular attention to healthcare and
teaching, where we intend to deploy solutions and per-
form practical experiments.
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