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Abstract
How to reconcile an algorithmic, Artificial Intelligence (AI) based approach to healthcare with a truly humanistic attitude to medical research and practice? How to ensure that the outcomes of AI based medical systems comply with “ethical” principles and that can be used in an ethically sound way?
This paper presents here the first version of a model for ethical decision making in AI-based healthcare developed in the context of the EU funded research project MES-CoBrAID, that aims at developing an AI-based decision support system for the diagnosis and treatment of complex brain diseases. The model, called ETHAI (Ethical AI) is meant to guide both the clinicians making ethical decisions while using the project AI-based expert system in their daily practice, and the AI-based expert system developers to make an ethics-compliant output. The ETHAI model is based on a set of ethics requirements grounded in the real medical practice and with a solid technical feasibility, to be validated in the course of the project.
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1. Introduction

Artificial Intelligence (AI) is becoming more and more present in healthcare, especially in some fields, where it has a fundamental part in the diagnostic process. While it certainly is something that introduces extremely positive developments (e.g. early identification of diseases), it doesn’t come without a price (just to name one, the risk of introducing biases or misdiagnoses at scale).

Especially when the AI intervention implies a certain amount of data elaboration and decision-making, basing medical decisions and diagnoses on the output of the AI system, it has strong and not yet fully solved ethical implications, that deepen when fragile people or particularly complex diseases are involved.

This opens a huge debate on how to ensure that ethics constraints and requirements are respected when using a form of AI, both in research and in real healthcare scenarios. Of course, from the Oviedo Convention on and passing through the classical four principles of biomedical ethics (beneficence, non-maleficence, autonomy and justice), there are quite strict rules and requirements to ensure that any biomedical research or healthcare activity is conducted by agreed-upon ethics principles.

However, the crucial point is that when AI is applied into a specific field, new issues to be tackled might emerge, e.g. the potential presence of biases in datasets on which the algorithm is trained, the question of the accountability, the explicability and fairness of the outputs, the human autonomy that could be endangered from...
an AI-approach, and the issue of data privacy and protection always on the background.²

Thus, even if all the stated requirements are respected, there might be reasons that bring to a misalignment between what should come as an ethics-respecting outcome of such an AI based healthcare system and what actually happens. For this reason, it is extremely important that decision-making processes are designed and carried out in a way that guarantees the respect of ethics requirements and principles. That is even more true when we consider the interaction aspect: healthcare professionals will have to use the AI system, interact with it and its outputs, deal with patients’ doubts and fears about the use of AI and, in some cases, decide how much weight to give to a diagnosis coming from the algorithm.

Two different but co-related goals should be pursued to tackle these concerns:

- ensuring that the process itself without AI is ethically compliant;
- ensuring that the process with AI continues to be ethically compliant, with respect to both the outputs and the interaction point of view.

A model for AI-based ethical decision making should ensure both: having the first as its basis, it should ensure that the introduction of AI into the diagnostic process continues to deliver ethically compliant outputs.

2. The need for an ethical AI model

The concept itself of what “ethical” means is at stake here: since introducing AI in the process may imply deep changes in the way patients are cared for as well as in the doctor/patient relationship, a different approach in the ethics of AI is needed, an approach that takes into account fundamental human needs that can’t be definitely forgotten or neglected.

Should something that while improves certain aspects of care represents a worsening of others be considered “ethical”? Is the risk of an overly reductionist approach - that relegates the patient only to an amount of data to be processed by an algorithm, resulting in a sort of datafication of the subject - likely to occur? Would it be possible to reconcile a “care” approach to healthcare with an engineering-based one?

The debate about these questions is broad and quite lively. Maio G. (2018) for instance detects the difference between traditional deductive ethics and care ethics in the accent that in the latter is put on a form of “implicit knowledge” which implies the role of the relationships, the correct perception of the situation, the reliance on experiential, situational and relationship knowledge going beyond what is defined and accepted in a formal-logical approach. Barnes et al (2015) also qualifies as central to this approach the understanding of the relational nature of human beings.

Of course, in this approach a purely deterministic stance would result in the loss of some fundamental aspects of healthcare, therefore - while certainly improving certain areas, for instance delivering faster or more accurate diagnoses - it would cause a generalized worsening of the patient’s experience.

These are highly relevant questions for the research that is being undertaken inside MES-CoBraD (Multidisciplinary Expert System for the Assessment & Management of Complex Brain Disorders - https://www.mes-cobrad.eu/), an EU funded project that is working on a new protocol for diagnosing and caring for complex brain diseases (epilepsy, dementia, insomnia, Alzheimer).

In MES-CoBraD, 14 partners from 10 different countries and research centers are working together to exploit the potential of data and AI to develop a common innovative protocol for the diagnosis and care of complex brain diseases.

The project implies many ethically sensitive areas: recruiting participants in the clinical study - that due to the nature of the field are often fragile, if not mentally impaired, people -, extracting their data and making them available for all the medical partners of the consortium, using an AI-based system to analyse patients’ data and help clinicians in taking a decision regarding

---

² For a thorough overview of the issues deriving from this, see Morley et al (2019), Murphy, K et al (2021) and Karimian, G et al (2022)
their diagnosis and therapy, finding a way for both patients and clinicians to interact with the platform without being spoiled or disregarded or ignored.

In order to assess and cope with these ethics issues, the project defined its own model that, thanks to the research nature of the project, can be effectively tested on the field. This will allow the project to validate it experimentally, stepping from the purely theoretical side to the practical one, with the advantage of a continuous confrontation with medical researchers and practitioners, as well as - at a certain step of the project - with patients and/or stakeholders.

3. Description of the research currently being done

While the work on developing the model has not been completed yet, its first version has been already applied to assess the first results of the project, mainly regarding patients’ recruitment, data storage and analysis, as well as the design of the expert system that, using training datasets and a form of supervised machine learning will - at the end of the project - support medical professionals in their work.

As part of the assessment, the consortium partners (a composite mixture of healthcare professionals, researchers and engineers) have been asked to respond to some questions mainly about i) how they are dealing with some key questions like participants recruitment and personal data protection, ii) how they perceive the relationship between doctor and patient, iii) how they feel about the healthcare professionals’ accountability in the light of the presence of the expert systems outputs.

From this preliminary work, some interesting open points to reflect upon emerged:

- Explicability: how to make access to the “reasoning” of the system and to understand it.
- Trustability, strictly intertwined with the robustness and with the potential presence of biases.
- Fairness and Autonomy: who decides about the validity of a certain output and on what basis, and who is accountable for it.
- Ethics of Care: how can we ensure that i) our systems and the protocols connected to them remain “human”, and ii) we respect not only major basic principles but also the need of the patient to be considered and cared for.

Questions such as how to ensure the accessibility and understandability of the system’s reasoning, the position to assume about the clinicians’ autonomy and accountability (how can a clinician be deemed responsible for basing his/her decision on a diagnosis he/she cannot fully understand? And if the patient is to be considered as the ultimate subject of autonomy, how can his/her decisions be considered autonomous if they are based on opaque data and “reasoning”), the risk of depersonalisation of care, the validity and trustworthiness of the system’s results, the effects that such a system may have when used at scale, and the possibility of biases and of misuses (e.g. the chance to use it for social scoring purposes) emerge strongly from this line of research and call for accurately meditated answers.

These open questions introduce into the landscape a strong ethical uncertainty and call for the need of a way of supporting both healthcare professionals and developers in the process of building and interacting with an expert system dedicated to healthcare, pointing out the need of an ethics-compliant AI model.

As a consequence, this brings again to the original question of what is considered to be ethical and of what an “ethical” model should do.

4. The ETHAI model

First of all, it is important to reflect on:

- what a “model” is
- what it is for
- what form such a model should assume,
- how it could represent an advantage for healthcare professionals and developers.

In the MES-CoBraD approach, the developed ETHAI (Ethical AI) model has two functions: on the one hand it has to support clinicians who will use the expert system in their daily practice, offering a guide when they face an ethical dilemma or problem (generated or not by the “intrusion” of AI in the diagnostic process); on the other hand, it has to represent a guide for the
developers working on the expert system, so that they know how to build a platform that with a good amount of probability delivers ethically sound outputs. There could also be a third function that in the MES-COBRAD project does not apply and represents an advancement of the current model: acting as a guide or constraint for a system that takes autonomous decisions.\(^3\)

Following the “principlism” approach, The ETHAI model was at first based on a set of ethics requirements.

Usually, when working in the field of biomedical ethics, the most common approach is to base any ethical evaluation on the famous four principles of medical bioethics, formulated in 1979 by Beauchamp and Childress. However, there is much debate on whether these principles still represent everything that counts and should be considered when deriving an ethical model for biomedical research. Huxtable R. (2001) for instance argues that the principles can only mark the beginning of the moral work, without managing to be conclusive, while Takala T. (2001) stresses the fact that the principles are too widely interpretable and so fail to provide a true “hands-on” foundation for global bioethics. Shea M. (2020) dedicated an interesting paper on the debate about the persisting (or not) validity of the four principles in today’s bioethical landscape.

In order to validate it, the model based on the four principles was initially examined together with medical partners. The whole ETHAI model will afterwards be checked with technical partners to define, at the end of the project, a set of ethical requirements grounded in the real medical practice and with a solid technical feasibility, linked - following the approach of Morley et al (2020) - also to the different project and system development phases.

However, in parallel to the first application of the model with the medical partners, and partially as a result of the aforementioned activity, a reflection come up on how to preserve the doctor’s and patient’s autonomy (and if it is in fact really put at risk by the introduction of AI) and on how to incorporate into the requirements (and so into the system, by design) the point of view, the needs and the expectations of the patients.

This, along with all the discussions on the representativeness of the common approach based on the four principles, led us to critically reconsider them at the heart of the ETHAI model, shifting the attention towards an approach that puts the concept of care at its basis, on the same level as the other four principles, or even in a dominant position.

Moreover, following Groot B.C. et al (2019) and McCarty J. (2003) it is our conviction that a purely principlist position cuts out some fundamental aspects that should be included in any model that deals with the relationship between AI and healthcare, especially in the light of the possible dehumanization effects that come with the introduction of an “algorithmic” approach to medical research and practice.

Indeed, even if a purely principlist approach can satisfy all the principles (beneficence, non-maleficence, autonomy and justice) as well as the AI HLEG guidelines for trustworthy AI, it may still fail to handle some basic human needs that should come to the fore when dealing with health connected problems.

Interesting in this the position of Shea M. (2000), who argues that without an account of human well-being the principlism theory is not sufficient to orient the behavior and moral choices of healthcare professionals. Also interesting the position of Walker, T. (2009), who argues that principlism fails to provide a framework to help healthcare professionals to decide what to do in moral complex situations. Finally, it should be considered the position of Page, K. (2012) who highlights how people do not in fact actually use the principles in the decision-making process.

For this reason, a tailored set of requirements were developed, incorporating the philosophical concept of care (in this following the approach of Tronto, J. C. (2013)) and of Gilligan, C. (1982), and declining them in four nuances (caring about, caring for, care giving, care receiving) and adding the principle of Care at the basis of the model, together with the four other principles.

We might also conclude that such values and requirements should be incorporated into any system dealing in general with human beings and

\(^3\) There are many different kinds of EDMs and theoretical approaches to them. A good comprehensive scoping review of the scientific literature about this can be found in Cottone R, Claus R.(2000) and in Melanie K.et al (2021)
their well-being, in healthcare or elsewhere. This should even constitute the keystone of any ethical decision model that in any way deals with the consequences of the adoption of a form of AI into a process that formerly was typically human.

5. Validation of the ETHAI model

Can we inscribe AI into a true “care” paradigm?

To answer this question, the research team is lucky enough to have the opportunity of developing, testing and validating the model in the context of MES-CoBraD in a real medical setting, allowing to i) work with developers and to embed the deriving requirements into the system, ii) apply the model to true medical practice occurring during the research, and iii) verify if the resulting decisions seem to be ethically sound.

With this purpose, the validity of the model itself will be verified all along the project, testing two different versions of the model on the same use cases, one based on the sole four principles of medical bioethics and another one with the addition of the care principles at its basis. In this way, it is expected to be able to compare the results to check if the two different models lead to different decisions and if the adopted approach leads to the desired outcome.

6. Conclusion

This paper presented the first results of a still ongoing research, where a humanistic ethical decision model for healthcare is under development. It highlights the necessity of a more humanistic approach to the ethics of AI - especially when it comes to AI applied to healthcare - and it is aimed to ascertain what model(s) of care is possible to successfully integrate AI mechanisms.

In order to support healthcare professionals and researchers in their daily decision-making process, and to guide system developers to conceive a system that delivers ethically sound outputs, a project tailored ethical decision model (EDM) called ETHAI was defined by the consortium partner CyberEthics Lab. in the context of the MES-CoBraD project, along with a set of ethics requirements. The ETHAI follows the ethics of care positions, adopting at its basis specific human values and characteristics, like empathy, caring, being in relation with other human beings. It will be applied by the project in the next months to carry out the assessment of the MES-CoBraD’s AI-based technology.
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