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Abstract
Animal are sometime exploited as biosensors for assessing the presence of volatile organic compounds (VOCs) in the
environment by interpreting their stereotyped behavioral responses. However, current approaches are based on direct human
observation to assess the changes in animal behaviors associated to specific environmental stimuli. We propose a general
workflow based on artificial intelligence that use pose estimation and sequence classification technique to automate this
process. This study also provides an example of its application studying the antennae movement of an insect (e.g. a cricket)
in response to the presence of two chemical stimuli.
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1. Introduction
Animal biosensors are analytical tools that exploit an-
imal olfactory capabilities to identify volatile organic
compounds (VOCs) [1], through the conversion of bio-
logical selective responses into measurable signals. This
approach is important for three reasons: a) Animals sen-
sitive olfactory system is beyond human capabilities and
electronic devices; b) Biosensors can be portable, easy-
to-use, eco-friendly, and do not need any manufacturing
process for the analysis; c) Biosensors have potential ap-
plication in a wide range of fields, from ecological studies
to biomedical uses.

Previous research has primarily focused on the detec-
tion of explosives and narcotics [2, 3], medical diagnosis
[4], and the use of animal biosensors as early warning
systems for forest fires [5]. This paper focus on classi-
fying the type of response of crickets postexposure to
two chemical substances, namely ammonia and sucrose
powders, through the analysis of the movement of their
antennae. Furthermore, while previous studies have re-
lied on user inputs or direct nerve stimuli readings [6],
our work emphasizes the development of an autonomous
and intelligent workflow utilizing computer vision tech-
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niques.
Recent advancements in animal pose estimation neural

networks, such as SLEAP [7], have demonstrated state-of-
the-art performance in detecting keypoints on animals.
These techniques can be applied to track animal move-
ments and generate time sequences that are useful for
the study of animal behavior. Such applications have the
potential to improve the performance of animal biosen-
sors.

The contribution of this work is the development of a
workflow based on pose estimation and sequence process-
ing techniques (extendable to diverse applications) for
developing Biohybrid Intelligent Sensing Systems (BISS)
that are sustainable, and do not require the installation
of any device on the animal (ethically acceptable and
eco-friendly). We investigated how this workflow is ef-
fective for the aforementioned task, otherwise impossible
for a human user. The development of AI architectures
can help to reduce some limitation of the use of animal
biosensor, such as errors related to human observation
and interpretation, as well as increasing the method cali-
bration and standardisation.

2. Materials and Methods
We here describe the models, dataset and proposed work-
flow.

2.1. Models
We base our pose estimation on SLEAP configuring it
with an UNet[8] backbone. We tested multiple configu-
rations of hyper-parameters through grid search to find
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Figure 1: Main steps undertaken for the development of a Biohybrid Intelligent Sensing Systems (BISS) for relating animal
movements to specific environment stimuli.

the best combination of max stride, filters number and
input scaling.

For the classification network, we assessed the perfor-
mance of LSTM-GRU[9, 10] and 1D-convolutional[11]
neural networks, searching the best architecture via ge-
netic algorithm.

2.2. Dataset
For this study, adult crickets (Acheta Domesticus) were
obtained from an e-commerce site and maintained in
controlled conditions. A total of 69 crickets were se-
lected based on size and antennae visibility. To ensure
no behavioral bias, only one video was taken per cricket.
Crickets were placed in a Petri dish with one of three
stimuli: nothing (i.e., control case), sucrose, or ammonia
powder. Each recording was longer than 3 minutes and
comprised two parts, the “settling in” (1 minutes) and
“interaction” (2 minutes) periods. An iPhone 14 Pro was
used to record the Petri dish and a light panel was used to
reduce reflections. The resulting dataset is balanced and
includes 23 videos for each stimulus, totaling 3 hours, 37
minutes, and 56 seconds.

2.2.1. Dataset Processing

The obtained videos were preprocessed by reducing the
frames per second (fps) to 29 to ensure equal measure-
ment across all videos. The ”interaction period” was
identified between frames 1740 and 5220, resulting in
3480 frames. The videos containing only the interactive
part were reformatted to 1080x1080 pixels, centering the
Petri dish and removing pixels from outside the Petri dish
that could interfere with the neural network’s learning
for pose estimation. This was done to ensure consis-
tency in the dataset, enabling unbiased and accurate data
analysis.

2.3. Proposed Workflow
We describe here the suggested workflow steps for the
development of BISS referring only to the techniques
exploited and not to our specific experiments (see sec-
tion 3 for that instead). Figure 1 schematizes the task
undergone in our workflow.

Human-in-the-Loop Labeling To generate the la-
bels required to train our SLEAP model, we adopted the
human-in-the-loop approach developed by Pereira et al.
[12]. This method involves labeling a restricted number
of frames, training the pose estimation model, and then
using it to produce new labels for unlabeled frames. Ad-
ditionally, incorrectly placed keypoints are repositioned,
and the new labels are combined with the previously la-
beled ones to retrain the model from scratch. A fixed val-
idation set is used to determine when the process should
be terminated, and this is done by comparing the results
in terms of mean Average Precision (mAP) between each
training-labeling iteration. If there is no improvement
in mAP despite increasing the number of labeled frames,
then the labeling phase is concluded.

Grid Search for Parameter Optimization Once a
suitable training set has been identified in the previous
step, the subsequent task is to optimize the pose esti-
mation architecture by modifying the parameters that
have the most significant impact, such as max stride, ini-
tial number of filters, and input scaling. To limit the
number of training runs, it is crucial to consider the con-
figuration used in the previous phase and follow three
key guidelines: Firstly, if the objective is to identify fine
features characterized by a small number of pixels, it
is recommended to increase the value of input scaling.
Conversely, if most of the keypoints are already detected,
it is advisable to reduce the value of input scaling to ob-
tain a smaller model. Secondly, to ensure that the entire
animal is covered, the receptive field should be resized by
changing the value of the max stride. Lastly, the initial
number of filters should be tested with values of 32 and
64, and the preference should be given to the lower value,
i.e., a smaller and faster network, even if it results in the
same mAP.

Keypoint Sequence Extraction and Preprocessing
Identified the best pose estimation model, tracking se-
quences can be obtained for all videos in the dataset. Be-
fore proceeding to the next stage, each sequence should
undergo preprocessing, which includes implementing a
filling strategy to remove any NaN values, and normaliz-
ing the values by subtracting the mean and dividing by
the standard deviation. In our workflow, the filling strat-



egy is tailored to each specific keypoint sequence and
utilizes the following formula to fill in a missing values
in position t :

𝑣𝑡 =
𝛼𝑣𝑡+𝑘 + 𝑣𝑡−1

1 + 𝛼
, 𝛼 = 1/𝑘 (1)

where k+t is the first subsequent frame with a non-
NaN value for the key-point which we are considering.
An important case was also handled when the value for
t=0 is NaN, in this case the value is set to the first subse-
quent non-NaN value.

Genetic Algorithm (GA) for Architecture Develop-
ment In this stage, the search for the best classification
model is undertaken and constructed using a Genetic
Algorithm (GA). This method typically results in the de-
velopment of models with good predictive accuracy at a
relatively low cost compared to other approaches, such
as random search [13]. In order to employ a GA, six key
parameters are taken into consideration: the initial popu-
lation, fitness function, selection, crossover, andmutation
functions, as well as the chromosome structure. The size
of the initial population should be chosen based on the
computational power required, as a larger population
will take longer to compute due to increased training,
while a smaller one may lead to inferior results. The
fitness function, which is developed as a maximization
objective, is defined as follows:

fit(gene) =
⎧⎪

⎨
⎪
⎩

−10 ⋅ (1 − train_accuracy) if 𝑎
−15 if 𝑏
−20 if 𝑐
−val_loss 𝑂/𝑊

(2)

where a stands for ”if the training or validation accura-
cies are less or equal than 1 over the number of classes, or
the training accuracy is less than the validation accuracy”;
b stands for ”if the training accuracy is less than 0.1”; c
stands for ”no convolutional or RNN layers are present”.
The decision to create such fitness function, rather than
simply minimizing the validation loss, is motivated by
the fact that for problems with limited data and inherent
complexity, such in our experiment, it is possible for a
model to achieve a validation loss that is close to, or even
lower than, models with better validation accuracy and
above the random guess. To overcome this issue, the
finest function was designed to take into account the
training accuracy, enabling another metric for evaluating
the network’s quality. Higher training accuracy values
lead to fitness values closer to those obtained from the
validation loss, indicating a kind of network goodness
that can be utilized in subsequent GA iterations. Ad-
ditionally, the ”train_accuracy<val_accuracy” check is

incorporated to prevent the genetic algorithm from over-
fitting on the validation accuracy, which could adversely
affect the training accuracy and hinder the ability to gen-
eralize effectively. Finally, we check if the value of the
training accuracy is less than 0.1, setting a default value
for this case. This was done to prevent a false suggestion
of good models using the first case in Equation 2.3.

The employed selection algorithm is tournament selec-
tion, which randomly selects a predetermined number of
individuals from the population and then selects the most
fit individual from the group, adding it to the mating pool.
Along with tournament selection, elitism was incorpo-
rated as a selection strategy. The chosen crossover algo-
rithm was bounded simulated binary crossover (SBX),
which is a bounded version of the Simulated Binary
Crossover (SBX)[14]. Lastly, the mutation function uti-
lized was bounded polynomial mutation, which is a
bounded mutation operator that uses a polynomial func-
tion for the probability distribution.
The chromosomes used to construct the one-

convolutional network are composed of 56 real-coded
genes. The first block consists of six genes repeated 5
times indicating: 1) the presence of the convolutional
block (0 if absent, 1 if present); 2) the number of filters of
the one-convolutional layer (16 to 1024); 3) presence of
the batch normalization layer (0 if absent, 1 if present); 4)
activation function (0: sigmoid, 1: swish, 2: tanh, 3: relu,
4: gelu, 5: elu, 6: leaky relu); 5) presence of dropout (0 if
absent, 1 if present); 6) dropout rate (0 to 0. 5, consider-
ing only multiple values of 0.05). Following this, a gene
is used to indicate the type of connection between con-
volutional and fully connected layers. This gene serves
to determine wheter the layer is Flatten or GlobalAver-
agePooling1D (0 indicating the former, and 1 the latter).
The second block consists of 5 genes indicating: 1) the
presence of the fully connected block (0 if absent, 1 if
present); 2) the number of units (3 to 512); 3) activa-
tion function; 4) presence of dropout; 5) dropout rate.
The chromosomes used to construct the RNN are com-
posed of 50 real-coding genes instead. Compared with
the previous case, the only changes are related to the first
block and the removal of the gene related to the connec-
tion between the convolutional and the fully connected
part, which is not necessary in this case. The first block
consists of 5 genes repeated 5 times indicating: 1) the
presence of the RNN block; 2) the use of a bidirectional
layer (0 if absent, 1 if present); 3) type of RNN (0: LSTM,
1: GRU); 4) number of units (16 to 1024); 5) activation
function.

Compare GA Results After finding the best model
using the genetic algorithm for both the convolutional
and RNN cases, the models were evaluated using iterated
K-fold validation. This validation technique involves ran-
domly shuffling the dataset and splitting it into training



and validation sets, then running K-fold validation mul-
tiple times. This method is crucial in cases where the
available data is limited, as in our study, and an accurate
evaluation of the model is needed. The final score is ob-
tained by calculating the mean accuracy across all K-fold
validation runs.

3. Results & Discussion
In this section, we present the findings of our experi-
ments. Firstly, we elaborate on the results derived from
human-in-the-loop testing, followed by a detailed expo-
sition of the optimal configuration parameters that were
identified for the pose estimation model in subsection 3.1.
Subsequently, in subsection 3.2, we showcase the two
models (namely LSTM-GRU and convolutional architec-
tures) that were discovered by the genetic algorithm in
tandem with a comparative analysis of their performance
based on the tracking sequence obtained from our SLEAP
model. Finally, each section entails a discussion of the
limitations inherent in our methodology, along with a
discourse on possible future extensions that may serve
to enhance the effectiveness of our workflow.

3.1. Pose Estimation
Our experiment focused on determining whether it was
feasible to predict the chemical composition of substances
(i.e., sucrose or ammonia powders) by analyzing the
movement of a cricket’s antennae. In order to achieve
this, we strategically placed five keypoints at the proxi-
mal and distal ends of the antennae (both left and right)
as well as one over the head.

To generate the required labels for training the SLEAP
model, a human-in-the-loop approach was utilized. The
SLEAP model employed had a maximum stride value of
64, an initial filter rate of 64, and input scaling of 0.7.
This process produced a total of 5460 training frames
and resulted in a mean average precision (mAP) value
of 0.804768, which was validated using 300 frames from
videos different from those used in the training set.

A grid search was performed on the obtained training
set by varying the maximum stride value (32 or 64), initial
filter rate (32 or 64), and input scaling (increased by 0.1
until it reached 1.0). The optimal parameter configura-
tion was determined to be a maximum stride value of 64
and an input scaling of 1.0, which achieved an mAP of
0.837392 on the validation set. These parameters were se-
lected based on the guidelines outlined in subsection 2.3,
as detecting fine features such as the distal end of the an-
tennae (characterized by 4 ± 1 pixels in width) required
the parameters to be set to their maximum suggested
values.

The mean average precision (mAP) value obtained is

Figure 2: The image depicts an instance in which our model
has erroneously labeled a frame by misplacing the right and
left distal ends in a single location. A correction of the place-
ment of the right distal end is indicated by a red dot, which
was achieved by scrutinizing the temporal information. This
particular example serves to underscore the prospective advan-
tages that may be derived from integrating temporal context
into the keypoint detection process.

strongly associated with the difficulty of locating the dis-
tal ends of the antennae, particularly when the crickets
are situated close to the wall of the Petri dish. In such
instances, the two antennae are more prone to overlap, as
is evident in Figure 2. The occurrence of such errors can
be mitigated by taking into account temporal informa-
tion, such as previous and subsequent frames, to predict
for a single frame. Although such architecture already
exists in the Animal Pose Estimation (APE) domain[15],
it employs a less complex neural network[12] compared
to the one utilized in this study. Although this may yield
higher mAP values, the computational cost may increase
substantially.

Training details: we train each model for 400 epochs
with batch size of 8 using Adam optimizer. The ini-
tial learning rate is set as 1e-4 and we made use of the
SLEAP’s default learning rate decay strategy, with a pa-
tience of 20 epochs and a minimum delta of 1e-8. To
mitigate the potential risk of overfitting, we incorporated
the early stopping technique, terminating the training
when the validation loss did not decrease for 50 epochs.

3.2. Chemical Interaction Classification
The genetic algorithm hyperparaters for the population,
the number of epochs and the elitism were set to 250, 20
and 10 respectively. The structure of the best generated
CNN consist of a convolutional layer with 821 filters,
followed by a batch normalization layer and a tanh acti-
vation layer. This was followed by a convolutional layer
with 821 filters and an elu activation layer, which was
in turn followed by a dropout layer with a rate of 0.2.
The final convolutional layer contained 483 filters and
a tanh activation layer. The output of the convolutional



Figure 3: Boxplots for the 10 iterated 4-fold validation of the best models generated by the genetic algorithm. (a) depicts the
boxplot related to the convolutional architecture; (b) for the recurrent neural network.

layers was flattened. The RNN was structured as a bidi-
rectional LSTM layer with 707 units and an elu activation
function, followed by a GRU layer with 660 units and a
leaky relu activation function. This was followed by a
bidirectional GRU layer with 469 units and a leaky relu
activation function, a dense layer with 138 units and a
gelu activation function and a dropout layer with a rate
of 0.2. This was in turn followed by a dense layer with
150 units and a leaky relu activation function. The vali-
dation accuracy obtained by the two models was 58.33%
and 50% respectively.

The effective comparison between the two models was
conducted using 10 iterated 4-fold validation, and the
corresponding boxplot for each iteration is presented in
Figure 3. Notably, the recurrent neural network exhib-
ited superior accuracy in the initial iteration, achieving
a noteworthy 80% accuracy. However, upon averaging
the results, it performed slightly worse compared to the
convolutional neural network. Specifically, the average
accuracy was 45.33% ±5.85% for the former and 44% ±6.6%
for the latter, with the generated-CNN model proving
marginally more effective. It is essential to acknowledge
that while the outcomes are not extraordinary, they are
still superior to the current human capabilities, as dis-
cerning antennae movement remains a challenging task.
Additionally, the results may be attributed to the limited
attention span of animals and the potential impact of
behavioral variations[1]. The crickets used in the study
were not trained to exhibit specific behaviors towards
the two powders; rather, their innate behavior was as-
sessed. Moreover, it is worth noting that strategies to
train crickets to respond in a specific manner to certain
stimuli already exist[16, 17] and can be introduced to our
workflow to further enhance the accuracy of our models.
Therefore, future studies may incorporate such training
methodologies to overcome the potential limitations of
using untrained crickets as sensors. By doing so, we
can not only improve the performance of the models but

also pave the way for the development of novel sensor
technologies that are inspired by natural systems.

Training details: we trained each model constructed
for the genetic algorithm and the iterated K-fold vali-
dation using 1000 epochs with a batch size of 16. To
prevent from overfitting, we made use of early stopping,
terminated the training when the validation loss did not
decrease for 100 epochs. The learning rate was reduced
on plateau with a minimum delta of 1e-3 and a patience
of 50.

4. Conclusion
This paper proposes a novel workflow for the creation
of Biohybrid Intelligent Sensing Systems (BISS) utilizing
deep learning techniques, specifically those pertaining
to convolutional and recurrent neural networks. The
underlying motivation for this approach is to enhance
the performance and broaden the spectrum of potential
applications of animal biosensors, by facilitating a more
precise mapping of animal behaviors to the identification
of volatile organic compounds or other environmental
changes. The development of such methodologies has
the potential to address certain limitations associated
with the use of animal biosensors, such as the introduc-
tion of errors stemming from human observation and
interpretation, while also facilitating method standard-
ization. Additionally, by relying solely on recordings,
BISS presents an ethical and environmentally sustainable
alternative.
In our upcoming endeavors, we plan to incorporate

temporal information in our pose estimation task to fur-
ther enhance our workflow. Furthermore, we intend
to perform experiments with trained animals to more
accurately gauge how our operations can significantly
improve the current state-of-the-art in animal biosensors.
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