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Abstract
Social media have become the ideal place for black hats and malicious individuals to target susceptible users through different
attack vectors and then manipulate their opinions and interests. Fake news, radicalization, and pushing bias into the data
represent some popular ways noxious users adopt to perpetrate their criminal intents. In this evolving scenario, Artificial
Intelligence techniques represent a valuable tool to early detect and mitigate the risk due to the spreading of these emerging
attacks. In this work, we describe the Machine Learning based solutions developed to address the problems mentioned above
and our current research.
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1. Introduction
Nowadays, the users’ opinions and interests can be ma-
nipulated through a wide range of attack vectors: spread-
ing fake news, radicalization due to specific suggestions
in recommender systems, and pushing biased informa-
tion in the training data for Machine Learning (ML)
models represent just some recent examples of this phe-
nomenon. Monitoring and early detection of these mali-
cious behaviors are becoming crucial problems for politi-
cal organizations and institutions as they can manipulate
public opinion and change the results of events and cam-
paigns.

In this complex and evolving scenario, Artificial Intel-
ligence (AI) and Machine Learning techniques can play a
key role in detecting and mitigating the risk due to these
new emerging attacks. In particular, there is a growing
interest in Deep Learning (DL) based solutions as their ca-
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pability to effectively process different types of raw data
(e.g., text, images, preferences, etc.) without the necessity
of a feature engineering phase and the intervention of
an expert.

In this work, we provide an overview of the above-
mentioned problems and discuss current and future re-
search lines. Specifically, in Section 2 we introduce the
fake news detection problem and show two DL based
solutions; Section 3 describes the radicalization phe-
nomenon and presents a simulation framework to inves-
tigate its effects; Section 4 depicts a solution to mitigate
the risk due to presence of bias in data; finally, Section 5
concludes the work and propose some interesting new
research lines.

2. Neural Models for Fake News
Detection

In recent times, social media channels, such as Twit-
ter, Facebook, and Instagram, have been exploited to
widespread false information and influence people’s opin-
ions. This phenomenon took different forms over time:
clickbait, misinformation, and deceptive news are some
examples, just to cite a few [1].

The exacerbation of this problem has attracted the
attention of researchers and practitioners, especially be-
cause of the suspicion that several important recent
events (e.g., the 2016 US election [2], the Brexit refer-
endum [3], and the Vax campaign for the COVID-19 pan-
demic emergency [4]) were influenced by the diffusion
of misleading information.
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In this scenario, assessing the veracity and authenticity
of news represents a crucial problem that can benefit
from recent advances in AI and ML. In particular, the
automatic detection of fake news is a relevant problem
attracting great interest from the research community.
This problem was traditionally addressed in the literature
as a text classification problem [5] i.e., distinguishing
between real and fake news documents.

However, learning reliable detection models able to
identify misinformation requires coping with different
complex issues. First, an effective solution should al-
low for handling low-level raw data frequently affected
by noise, since the channels used to spread fake news
typically allow for sharing only short text (e.g., Twitter).
Moreover, the number of labeled training instances is lim-
ited; the labeling phase is a difficult and time-consuming
task manually performed by domain experts. Finally, fake
news can concern different topics; therefore, the features
leveraged to perform the prediction should be domain
independent to handle different topics. In addition, ma-
licious contents represent only a limited portion of the
data; then, the training set will exhibit an unbalanced
distribution that makes the learning phase of the model
more difficult.

2.1. Leveraging semi-supervised
techniques for learning reliable
models from scarce data

As mentioned above, in real scenarios data scarcity and
the lack of labeled data can greatly affect the perfor-
mances of Fake News Detectors. Recent approaches pro-
pose the usage of semi-supervised techniques to leverage
the huge amounts of unlabelled data to boost the detec-
tion capability of the learned models. In [6], we proposed
to employ a pre-trained instance of BERT model [7] as a
backbone for classifying (as either fake or not) short news
documents coming from a specific domain. However, in-
stead of simply trying to fine-tune the BERT instance for
this classification task, it is integrated into a self-training
scheme. In more detail, a Pseudo-Labelling approach is
used to map a number of unlabelled data instances, sam-
pled from a given instance bucket. The pseudo-labels are
assigned by a classification model, which is iteratively
trained against a growing collection of both originally-
labeled examples and pseudo-labeled ones. This process
is repeated (in a self-training cycle) until a suitable stop
criterion is satisfied (e.g., the maximum number of itera-
tions, loss convergence, etc.).

This approach is depicted in Figure 1, where the initial
set of labeled data is enriched with unlabeled data while
using the classifier trained on the labeled data to assign
“artificial” labels to unlabeled ones. Then, a new version of
the classifier is built by using both the originally-labeled

data and the newly automatically-labeled ones. Extensive
experiments conducted on two different real datasets
confirmed the effectiveness of the proposed approach in
discovering accurate enough classification models even
when the fraction of labeled data is relatively small.
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Figure 1: High-level view of the pseudo-labelling approach
used to train the fake news classifier

2.2. Deep Learning models for
Cross-Domain Fake News detection

As aforesaid, another challenge in automatic fake news
detection is that they can vary across different domains.
The problem is particularly relevant as they may emerge
in contexts for which no prior evidence is available [8,
9, 10, 11, 12, 13, 14]. Despite several proposals, state-of-
the-art exhibit several limitations. Most of the existing
approaches are indeed designed for specific domains and,
as a result, poorly perform in cross-domain scenarios.

To overcome this drawback, the proposed work intro-
duces an end-to-end DL based framework for fake news
detection tailored for cross-domain applications. The
adoption of the DL paradigm [15] represents a natural
solution to address the above issues, as it permits the
learning of accurate classification models also from raw
data (in our solution, the words composing the news)
without requiring heavy intervention by data-science ex-
perts. Basically, these DL models are structured according
to a hierarchical architecture (consisting of several layers
of base computational units i.e., the artificial neurons
are stacked one upon the other), allowing for learning
features at different abstraction levels to represent raw
data.

Relying on the success of deep neural networks, we
combine recent advancements in the field, like autoen-
coders and adversarial generative approaches, for learn-
ing latent domain feature representations to use on new
domains. Moreover, we derive features that are domain-
invariant and, thus, benefit the detection of fake news
on newly arrived, emergent events for which only a few
verified news are available.
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Figure 2: Overview of the solution for Cross-Domain Fake News Detections

The proposed solution is composed of three neural
components (see Figure 2) that collaborate to solve two
tasks simultaneously: the main one is to recognize fake
information, and the second (auxiliary) task aims to pro-
duce domain invariant features. Preliminary experimen-
tation conducted on two real datasets shows promising
results and encourages further studies.

3. Radicalization in Recommender
Systems

Today, digital platforms such as social media and e-
commerce websites integrate advanced Recommender
Systems (RecSys) to improve the user experience and
make the items search more effective. With the grow-
ing amount of available content, RecSys have become
a valuable tool to support users in navigating the large
volumes of information proposed by these platforms.

Alas, the social consequences deriving from their us-
age are still object of study. Some recent works analyze
their impact in terms of harmful phenomena such as
echo chambers [16, 17], rabbit holes [18, 19], filter bub-
bles [20], and radicalization [21, 22, 23], showing that
the long-term interaction with the RecSys can drift users
towards polarized opinions and noxious contents. As
a relevant example, it has been observed that continu-
ous interactions with the recommendation algorithm can
lead to severe extremization of users’ political leaning
[24].

In the following, we describe our current research line
consisting of a simulation framework to evaluate the
effects of RecSys on the users’ preferences.

3.1. Algorithmic Drift
In our research, we consider a typical recommendation
scenario in which some top-ranked items [25] are pro-
posed and accepted by the user [26]. Items (that can
take the form of media, news, videos, etc.) are tagged as
harmful or neutral, while users are categorized as non-,
semi- or radicalized, based on the percentage of harmful

interactions in their preference history. Here, we investi-
gate whether and how RecSys can affect and modify the
users’ preferences, as they could be used to manipulate
their opinions and behaviors. In more detail, we devise
a simulation framework for modeling the evolution of
the interactions between users and items. In our setting,
we assume that such interactions are fully driven by a
(black-box) collaborative filtering algorithm. The simu-
lation model is intended to start from an initial group
of heterogeneous user preferences, from which the rec-
ommender system induces initial transition probabilities
between item categories. The interaction between the
simulation process and the recommendation algorithm
allows for simulating the evolution of such preferences.

By analyzing the resulting transition probabilities, we
are interested in assessing the impact of the algorithm
on the initial population of user preferences.

In a nutshell, given the initial users interactions, our
goal is to generate a probabilistic graph 𝐺𝑢, whose nodes
include the subset of items for which the user 𝑢 had at
least one interaction during the simulation.

In this way, estimating the users’ leaning drift built on
this graph corresponds to estimating the recommender’s
influence in the long term. Figure 3 depicts an overview
of the simulation framework we intend to implement.

Our final aim is to evaluate how much the recommen-
dation algorithm changes user preferences after a certain
number of interactions. We refer to this tendency as
algorithmic drift.

In practice, given a recommendation algorithm pre-
trained with the initial user interactions (classified as
neutral or harmful), the RecSys will tend to suggest more
extreme content to initially unbiased users, and, vice-
versa, neutral and harmless content to already radicalized
ones.

To quantify the algorithmic drift induced by the recom-
mender system, we intend to define novel graph-based
metrics to be applied over the probabilistic graph 𝐺𝑢

of a user 𝑢. Basically, we are interested in measuring
the probability to move from harmful to neutral items
(resp. from neutral to harmful) and to remain in cliques
of neutral (resp. harmful) ones. As a consequence, we



Figure 3: Overview of the simulation framework modeled to analyze the Algorithmic Drift phenomenon induced by Recsys

want to estimate the change in users’ leaning before and
after interacting with the recommendations.

The underlying idea is that the larger the value, the
more the recommender is shifting the user’s choices to-
wards harmful items with the respect to its initial prefer-
ences.

3.2. Mitigating Radicalization
Radicalizing factors of RecSys can be mitigated on the
basis of different strategies. Here, we define two different
approaches: a pre-processing mitigation strategy and a
post-processing one.

Pre-processing based solution. This strategy aims
to modify the initial interactions dataset prior to training
the recommender. As it can be viewed as a bipartite
graph consisting of connections between users and items,
we hypothesize that hindering the flow between non-
radicalized users and items on the bipartite graph will
also hinder the noxious effects underlying algorithmic
drift of non-radicalized users in the long term.

This approach is implemented by adopting a rewiring
strategy that, for each non-radicalized user 𝑢, randomly
deletes a percentage 𝑝% of its edges toward items shared
with semi-radicalized users. It then rewires them ran-
domly choosing from the subset of neutral items which
are exclusively connected to other non-radicalized users,
i.e., an edge does not exist between these neutral items
and semi-radicalized or radicalized users.

Once the rewiring is done for all non-radicalized users,
we obtain a new altered dataset, which we use for training
the recommender.

Post-processing based strategy. Based on the solu-
tion proposed in [27] for popularity debiasing, we pro-
pose to penalize the recommendation scores assigned to
items. The rationale lies in boosting the final recommen-
dation scores associated with neutral items and reducing
the ones associated with harmful items. In practice, for
each user, the penalization assigned to harmful items in
the final recommendation score is inversely related to
the radicalization level of the user (i.e., the percentage of
harmful items in their initial history). To more accurately

regulate the re-ranking process, we introduced a hyper-
parameter to tune the importance of the re-ranking. By
applying this mitigation strategy, we expect to reduce the
noxious exposure obtained in the long term, especially
towards initially unbiased users. Moreover, unlike the
pre-processing strategy, this one exhibits the relevant
benefit that does not require additional retraining phases
of the model.

4. Bias and Fairness
ML-based systems typically aim for higher accuracy, but
a recent research trend focuses on balancing the quality
performances with ethical or discriminatory effects of
ML-based recommendations. Indeed, unfairness in Deci-
sion Support Systems and RecSys allows for performing
sophisticated attacks able to manipulate users’ opinions
or segregate subpopulations based on irrelevant char-
acteristics [28]. Typical examples are limited access to
credit or healthcare due, e.g., to race or gender. For ex-
ample, a recent research1 highlighted that an algorithm
adopted to predict patients likely to need extra medical
care heavily favored white patients over black patients.

Unfairness may come into play mainly for two reasons:
inductive biases of algorithms (i.e., inheriting intrinsic
biases of data) or through adversarial attacks (i.e., when
a malicious actor purposefully poisons an ML system by
exploiting some model weakness).

In [29], we addressed this problem in the case of RecSys.
Specifically, we modeled a DL architecture that signifi-
cantly improves the exposure of low-popular items. The
proposed technique is based on two main aspects: resam-
pling negative items and ensembling multiple instances
of the algorithm.

5. Conclusions and future works
In this work, we presented the current research activities
ICAR-CNR is developing in the framework of the SER-
ICS project to mitigate the risk due to attacks aiming at
manipulating the users’ behaviors. Specifically, we have

1https://www.scientificamerican.com/article/racial-bias-found-in-
a-major-health-care-risk-algorithm/.



shown as AI-based tools could represent a promising tool
to detect, evaluate and reduce the influence of these new
emerging attacks.

As future works, we are interested in extending our
preliminary studies concerning radicalization phenom-
ena, relying on more sophisticated and realistic simula-
tion frameworks. In addition, as regards the fake news
detection task, we aim to exploit multi-modal data like
images, video, news propagation patterns, social context
representing the user engagements of news on social me-
dia (e.g. the number of followers, hashtags, friendship
networks, retweets) to improve the detection capability
of the neural models.
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