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Abstract
Nowadays, we need AI systems capable of engaging and working with people, perceiving and acting within changing contexts,
being aware of their limits and adapting to new scenarios, behaving correctly in complex social settings, being aware of their
security and trust perimeters, and of being aware of the environmental and societal effect that their implementation and
execution may imply. In summary, we require a formerly undiscovered AI. Symbiotic-AI systems should disclose human
cognitive capabilities to improve the effectiveness of information access and decision-making. This is achieved by combining
methods for determining who is interacting with the system and how. The former includes the definition of strategies for
acquiring and exploiting users’ personal information gathered by combining different strategies and heterogeneous sources.
In contrast, the latter includes detecting and interpreting human signals acquired from various sources, such as advanced
machine learning (particularly deep learning) and natural language processing.
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1. Introduction
Future Artificial Intelligence Research (FAIR) is the Italian
AI research community’s answer to the National Strate-
gic Program. FAIR accepts the challenge of defining the
research agenda for tomorrow’s AI approaches and tech-
niques. Despite AI’s progress, its acceptance has been
primarily in low-risk applications, with medium/high-
risk applications, such as healthcare, public administra-
tion, and safety-critical industries, still lagging behind
forecasts. This is why fundamental, interdisciplinary re-
search is required to shape future AI. FAIR would like to
work on future types of artificial intelligence: 1. human-
centered: co-evolve with humans ”in-the-loop” both in-
dividually and collectively; 2. integrative: a link between
various AI approaches; 3. resilient: the ability to oper-
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ate in real-world environments; 4. adaptive: the ability
to respond in rapidly changing circumstances; 5. high-
quality: safety-critical applications; 6. symbiotic: encour-
ages efficient human-machine contact and collaboration;
7. edge/exascale: operates on the edge and on the cloud;
8. pervasive: function ubiquitously; 9. environmentally
conscious: consider the environmental dimension; 10.
bio-cognitive and sustainable: imitate the concepts of bi-
ological systems at multiple scales. This work introduces
the groundwork topics of Symbiotic-AI (SAI), as well as
its three primary goals: 1) enabling SAI system design
using HCI principles and methodologies; 2) enabling SAI
development using both data-driven and model-driven
approaches to endowAI systemswith human understand-
ing capabilities and improve AI systems’ performance
with user input; 3) enabling SAI applicability by improv-
ing AI system understandability.

2. Symbiotic-AI
The research is founded on the novel concept that AI aug-
ments (and values) human cognitive talents rather than
replacing them and hence supports and facilitates human
activities [1]. In terms of human comprehension, we in-
vestigate strategies for learning who is engaging with
the system and comprehending the semantics of user
signals obtained from various sources using deep/ma-
chine learning and Natural Language Processing (NLP).
In terms of AI system understandability, we will look into
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human mental models and their key ability to deal with
ambiguity and imprecision in decision-making processes.
The activities will take two paths: i) Explainable AI for
Symbiotic-AI [2]; (ii) methodologies for assessing and
conveying uncertainty and imprecision. Research on the
acceptability of Symbiotic-AI will use an interdisciplinary
approach, with academics from AI, Law, and Ethics par-
ticipating. The long-term viability of Symbiotic-AI is
explored from two viewpoints: model recycling to con-
serve computing resources for model learning and tuning
and data collection, labeling, and representation effort
reduction.

2.1. Data curation and ingestion
This research task involves creating, organizing, and
maintaining large volumes of data or corpora that are
used to train and test large language models. The process
of data curation and ingestion is a complex and time-
consuming task, but it is necessary to ensure the qual-
ity of the model’s output and to support explainability,
transparency, and interoperability [3, 4, 5]. Additionally,
data security and privacy need to be taken into account,
such as gaining participants’ consent, anonymizing or
de-identifying data, and ensuring that it is securely kept
and managed. Data curation and intake are critical com-
ponents of developing Large Language Models (LLMs)
that can effectively understand and respond to human
language [6]. This is especially crucial to allow for di-
versity in terms of the languages and topics covered [7].
Recognizing possible biases in the data curation and in-
gestion processes and taking proactive steps to remove
them is critical. Data security, ethics, and privacy must
be considered, especially when working with sensitive
data. It is critical that we protect people’s privacy rights
and prevent data exploitation [8].

2.2. Combination of exogenous and
endogenous semantics

This research task involves a combination of exogenous
and endogenous semantics, utilizing multimodal em-
beddings and generative tasks through attentive, self-
supervised training and large-scale-based transfer learn-
ing [9]. Exogenous semantics refers to external informa-
tion that is used to train the model, while endogenous
semantics refers to internal information that is subse-
quently learned by the model from the training data. Mul-
tidimensional embeddings involve representing words
and sentences using multiple modalities, allowing the
model to capture different facets of language, leading to
improved performance [10]. Linguistic knowledge can be
added into embeddings to increase the representations’
quality [11]. This can lead to better results in tasks like

sentiment analysis [12, 13, 14, 15, 16, 17], machine trans-
lation, and question answering. Multimodal embeddings
may be constructed using a variety of methods, includ-
ing fusion-based and alignment-based approaches. The
input from several modalities is integrated to generate
a single embedding vector in fusion-based approaches.
Deep learning architectures like CNNs and RNNs are
common approaches for constructing multimodal embed-
dings. Multimodal embeddings have been employed in
a variety of applications, including picture captioning,
visual question answering, and multimodal sentiment
analysis [18]. They allow the models to reason across
multiple modalities and give a more thorough grasp of
the underlying data.

2.3. Training, fine-tuning, and prompting
of Large Language Understanding
Models

The study of strategies for training, fine-tuning, and mo-
tivating Large Language Models is part of this research
task. It is critical to train adaptive LLMs, which can learn
and alter their knowledge depending on new data and
feedback [19, 6]. This must be done while keeping mul-
timodality in mind. The task goal is to solve this issue
and examine options that may be available for less fre-
quently spoken languages. Fine-tuning and prompting
are two approaches often employed in Big Language Un-
derstanding, a subset of Natural Language Processing.
These strategies are used to boost the performance of
pre-trained language models like GPT-3 for specific tasks
or domains. Fine-tuning entails picking a smaller dataset
relevant to the job and then training the model on it.
Except for the last layer, the weights of the pre-trained
model usually are frozen. Fine-tuning can help with var-
ious NLP tasks, including sentiment analysis, question
answering, and text categorization. Prompting, on the
other hand, is sending a specific prompt or input to a
pre-trained language model in order for it to respond.
The prompt might be a single brief word or sentence that
offers context for the model to respond to. The purpose
of prompting is to increase the model’s relevance and ac-
curacy. Task-specific prompts can be created for writing
a news story summary or answering a specific question.

2.4. Exploiting LLMs for intelligent
information access

LLMs may be used to improve a variety of information-
access applications, including information extraction,
question answering, information search and seeking dis-
covery, decision-making, and recommendation. One way
of extracting information from large language models is
named entity recognition (NER) [20], while another is



relationship extraction (RE). Large language models have
shown tremendous potential in the field of information
extraction and are expected to play an increasingly impor-
tant role in automating structured information extraction.
Large language models, such as GPT-3 and BERT, have
revolutionized quality assurance by achieving cutting-
edge performance on a wide range of benchmarks and
real-world applications. They can also be used with other
tools and technologies to create more robust information
search and retrieval systems. Large language models can
aid in discovering new information and insights from
data. They can aid in identifying patterns and insights
that traditional data analysis methods may overlook, pro-
viding tailored suggestions and insights to help users
make decisions, and assisting decision-makers in making
intelligent and data-driven decisions [21]. They may also
be used in finance to analyze market data and estimate
stock prices or investment opportunities, in healthcare
to review patient data, and in natural language process-
ing applications to evaluate consumer comments, social
media postings, and other forms of communication [22].

2.5. Functional connectivity patterns
This project aims to identify different functional con-
nectivity patterns associated with different aspects of
higher-order cognitive functions, with particular atten-
tion to the different stages of memory processing. During
functional magnetic resonance imaging (fMRI) scanning,
participants will perform a memory task between two
resting state sessions. To investigate whether different
participants recruit different thalamic hubs as a function
of memory performance, the percentage of overlap be-
tween each individually-segmented thalamic subdivision
will be extracted from individual spatial maps of a fron-
toparietal network. Multiple support vector regression
models will be used to validate and extend the method
to reach the goal to whole-brain functional connectivity
beyond the thalamus and to other cognitive functions
beyond memory.

2.6. User Modeling
In this task, we will create techniques for automatically
eliciting information about users’ preferences and re-
quirements from disparate data sources. Initially, we will
look into how such data points may be extracted from
conversational data. This data, often available in nat-
ural language format, is essential for modeling what a
user wants and requires when interacting with an intelli-
gent system. Unfortunately, obtaining this information
is not easy. Hence approaches for exact elicitation are
becoming increasingly important. Similarly, we will look
into how Knowledge Graphs (KGs) and LLMs might be
used for this purpose [10]. Regarding KGs, we will look

into ways to automatically map qualities that represent
preferences and requirements to KG components. In
this approach, reasoning and learning mechanisms may
be used to infer more general and accurate information.
Lastly, LLMs may be utilized to describe preferences and
requirements accurately. Conversational data, KGs, and
LLMs can represent information sources. In terms of
conversational data, the massive volume of information
already accessible may be utilized to forecast more ac-
curate information about the user [23, 24]. For instance,
the psychological attributes of the user (i.e., personality)
can be learned and inferred from such a data point [13].
There are now various ways to predict such qualities au-
tomatically, but the concept of analyzing conversational
data for these purposes remains unexplored. Similarly,
sources such as KGs and LLMs might be valuable for
learning about the characteristics of users. For example,
by using a user’s preferences and requirements stored as
an embedding, it is feasible to fine-tune models that allow
reliable prediction of such attributes [25]. All information
about what users desire, as well as their characteristics,
will be utilized to give customized information access to
them. In this situation, conversational data will also be
crucial in learning new strategies and models [26, 27, 28].

2.7. Data preprocessing with
outlier/anomaly detection

Outliers are frequently caused by measurement mistakes
or data corruption, but in some instances, the source of
the outliers is unknown. During the statistical analysis
of the dataset, a robust automated approach for detecting
outliers turns out to be critical. Novel techniques based
on statistical regression processes and using the idea of
entropy to detect outliers contextually when fitting a
model to data will be addressed. The approach, already
developed for polynomials [29], will be extended to the
B-spline basis and nonlinear models and will be used to
remove noise from signals generated either synthetically
or by specific sources of interest.

Noise reduction, imputing, and smoothing of long time
series will also be accomplished by using numerical ap-
proaches based on B-spline quasi-interpolation [30]. In
general, quasi-interpolation refers to a method for con-
structing efficient local approximants to a given data
collection or function. There are two primary reasons
for using quasi-interpolation. In practice, data acquired
from natural settings are frequently contaminated by
mistakes. Hence, interpolation methods may be overly
rigorous, in addition to suffering from the overfitting
issue. Furthermore, since quasi-interpolation is based on
local construction, the computational cost is significantly
lower when compared to global alternatives such as in-
terpolation. The same methodologies will be examined,
together with statistical methods, for a novel anomaly



detection strategy in massive datasets. This data pre-
processing phase is critical because it enables the use of
higher-quality data as input to the algorithms that will
be built.

2.8. Matrix and tensor decomposition
The frontier of machine learning and deep learning in
Symbiotic-AI is to evaluate enormous amounts of data
from many sources, such as text, photos, and signals
from the IoT environment, to construct models capable
of assisting human understanding, providing answers,
knowledge, and synthesis. Nevertheless, sustaining such
models is too expensive in terms of computational and
data storage costs. Therefore, it remains fundamental
to use techniques capable of extracting information and
patterns from different types of data by reducing their
dimensionality while preserving the most important in-
formation. This is in the sense of learning closer to the
human, which requires little information to learn, build
new knowledge, or provide answers. Within this task,
new Matrix and Tensor decomposition techniques based
on SVD will be investigated [31, 32, 33]. This is essential
to obtain data in a low dimensional space that contains
the salient information discarding those redundant or
those that don’t contain crucial information. These tech-
niques turn out to be an important step when used for
supervised and unsupervised learning processes. Indeed,
numerous works in this field have shown that matrix and
applied tensor decomposition in the task of classifica-
tion, clustering, change detection, or salience detection
algorithms are able to increase performance, not only
from a computational point of view but also from the
expected results [34, 35]. Lately, the Tensor and Matrix
decomposition have been also used as a generative model
to obtain synthetic data with the same characteristics as
the real data. This is another aspect that can be taken
into account, especially when there is a need to form a
model, and there is not enough real data available.

2.9. Explore NN with a new family of
deep neural network models

In the last decades, a wide range of neural networks has
been proposed to address challenges in deep learning
processes, achieving great success in a wide spectrum
of applications. Despite the prominent success achieved
by the neural network, this approach still lacks theo-
retical direction for designing an effective neural net-
work model, and evaluating the performance of a model
requires unnecessary resources. Recent research has
shown that many existing models may be thought of as
various numerical discretizations of differential equations
[36, 37]. Deep learning is also making rapid progress in
natural language processing (NLP), speech recognition,

and computer vision. Deep neural networks’ excellent
function approximation capabilities are at the root of
these achievements. Modeling sequential data is a diffi-
cult challenge in NLP applications [38, 39]. Much work
has been done to overcome the challenge of sequential
data modeling. Because of its recurrent nature, recurrent
neural networks (RNNs) outperform the others. Notwith-
standing the capabilities of the RNNs, training them is a
challenging task. When the input sequence is large, the
multiplication term generated by the chain derivation
method is numerically unstable, causing RNN to suffer
from gradient explosion and gradient vanishing. To train
the model, backpropagation through time (BPTT) is re-
quired. In this challenge, we will investigate a novel
family of deep neural networks that entail the usage of
Ordinary Differential Equations (ODEs) inspired by the
relationship between RNNs and ODEs (ODE). Specific
models in the ODE class are worth considering, such as
delay ordinary differential equations [40] and integrod-
ifferential equations. Such delayed dynamics are signif-
icant in characterizing emergent phenomena in many
real-world systems, including physical, chemical, ecolog-
ical, and physiological systems. This study area will be
examined in conjunction with data representation uti-
lizing tensors and multiway arrays that account for the
data structure. Moreover, the usage of decompositions
to address data dimensionality will be discussed.

3. Conclusion
The FAIR approach is comprehensive and multidisci-
plinary, with the goal of profoundly rethinking the foun-
dations of AI while also studying the societal conse-
quences of emerging kinds of AI. Depending on the path
that the AI revolution takes, AI will either empower or
reduce human agency; expand or replace the human ex-
perience; create new forms of human activity or reduce
jobs; help distribute well-being for many or increase the
concentration of power and wealth in the hands of a few;
expand or endanger democracy in our societies; help fight
climate change or increase emissions. FAIR researchers
want AI to be part of the solution, not the issue, to the
world’s social, financial, ethical, and environmental con-
cerns. The merging of human intelligence with artificial
intelligence (AI) to improve both capabilities is thought
of as Symbiotic-AI. This form of collaboration has the
potential to forge strong alliances by allowing people to
profit from AI’s speed, efficiency, and processing capacity
while giving machines human-like judgment, reasoning,
and creativity.
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