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Abstract
The deployment of artificial intelligence in online education systems has become very popular in recent
years. Recently published large language models tend to have a huge application potential for developing
intelligent online education systems. In this paper, we propose a personalized online practicing system
where we will use ChatGPT to generate questions and provide appropriate feedback for the student’s
responses to the questions. We designed a prompt generator and a text analyzer to send prompts and
process the responses by ChatGPT. We also integrated an adaptive feedback mechanism to determine
whether a student has mastered a topic or not. We developed a prototype of our proposed system. From
initial experiments with a given topic, we found that ChatGPT could accurately and effectively generate
questions and feedback to enable adaptive practice.
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1. Introduction

In the last few decades, the popularity of online learning has been increasing tremendously
[1]. One of the main advantages of online learning is that it removes many limitations of
the traditional classroom method, such as it removes the geographical boundary as students
from all over the world can attend any online learning session [2]. It also has vast potential to
implement an adaptive learning system where the system can provide personalized exercise and
feedback. As we know the rate and the pace of knowledge gain is different for different students,
the traditional education system fails to provide any personalized feedback or opportunities
for practice to the students. But in the case of online education system [3] there are more
opportunities to design feedback that supports each learner.
There are several parts of a personalized adaptive practicing system. When a student starts

practicing a topic on the system, the system should identify the knowledge level of the students.
This is a very important part and a large number of researchers are working on identifying the
knowledge level of the student. To provide personalized sets of practice questions, the system
should trace the knowledge level of the students. While students start practicing, practice
question sequence should be a personalized sequence for each of the students as different
students learn at different paces. Now while practicing the questions, the system should also
keep track whether the student has mastered a topic or not. Several researchers have come
forward with several approaches to detect the mastery level of the student on a topic. Another
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part of the system is the practice question itself. In the current situation, in the context of
adaptive learning systems, researchers prepare their own question bank and let the system
decide the sequence of the questions according to the knowledge level and learning rate of
the student [4]. This is a time consuming task and after preparing each question, the difficulty
level and other parameters of the questions also has to be set manually and there is a scope of
mistakes in several points.

Recently Large Language Models (LLM) have shown great potential in many different tasks
and they have also been used in the case of preparing questions with proper prompts and
parameters [5]. From literature we can see there are educational intelligent chat-bots which
can be very helpful in planning learning activities of the students [6]. Most of them were built
with the help of previous LLM models like GPT3 and others [7]. Recently with the release of
more advanced LLM models that power ChatGPT and GPT4, building a chatbot personalized
to a specific task has been way easier. With recent LLM models it is also possible to generate
questions with proper prompt and necessary parameters.

In this paper, we are proposing a personalized online practicing system where the questions,
answers and feedback are generated by ChatGPT. In the proposed system we also integrate a few
other modules like tracing the knowledge level of the student, detecting mastery of the students
at different difficulty levels and preparing personalized feedback using the Multi Armed Bandit
model. We also develop a prototype of the system to test the feasibility of our proposed system
and there we observe our proposed model performs well in providing personalized practice
question sequences following the knowledge level of the students.

2. Related Work

In the last few years many researchers came forward to develop personalized adaptive learn-
ing systems with state of the art technologies. Kazi [14] presented an intelligent learning
environment where he included different essential components like communication module,
pedagogical model and expert module. He proposed a client-server based architecture where
all the information will be passed and processed in the server side module whereas the student
interaction part will be handled in the client side module. Author also showed the reasoning
and appropriate usage of using mLearning and intelligent tutoring in an online learning system.
Sharma et al. [15] proposed an intelligent tutoring system which is designed for teaching
programming to the students in online programming courses. Their model aims to enhance the
performance of the student by providing prompt feedback and guidance to the students. Author
showed their system is way more intelligent than the traditional learning systems. Among the
other important work on the intelligent tutoring systems, work of Lin et al. [16], Munshi et
al. [17], Rus et al. [18] are noteworthy. These works provide valuable insight and guidance
to develop an intelligent tutoring system which enhances the learning of the students in an
intelligent system.

One important part of the system is to sequence the question pattern to develop an adaptive
learning sequence. This sequencing is hard as the questions are selected from a definite size of
question bank and with different parameters. From the literature we can see different versions of
the Multi-armed Bandit algorithm [8] has been used named Upper Confidence Bound(UCB)[8],



adversarial bandit [9], contextual bandits [10], stochastic bandits [11], recovering bandits [12]
etc for sequencing questions with different goals like assessment or exercise. However, in our
proposed model we divert this heavy part of the system on chatGPT as chatGPT can produce an
unlimited number of questions with different difficulty from a context or topics. In our system
we will prompt chatGPT using different parameters. Another important part of our study is
to detect mastery of a student for different topics or learning objectives (LO). By mastery we
refer to a good proficiency or expertise in a specific learning objective that is to have a high
level understanding of the key concepts, principles and skills on that LO [13]. To determine the
mastery of a student in a model, a mastery criteria is needed to be fixed which will determine
whether a student mastered an LO or not. Many researchers defined mastery criteria in different
ways in their work. Doroudi [13] reinterpreted two prominent mastery learning heuristics as
model-based algorithms for the mastery criteria. From his study, he showed that heuristics can
be proven as optimal policies for some Bayesian knowledge tracing models. These heuristics
also offer insight into their effective learning assumptions. Following their studies several
researchers put their effort to define a good mastery criteria while evaluating the knowledge
gain of students or simulated student models. Work of Corbett and Anderson [19], Pavlik et al.
[20], Pelánek [21] provides a huge contribution in the field of defining mastery criteria for a
student. Kelly et al. makes a comparative analysis on the existing mastery criteria specifically
defining mastery using knowledge tracing (KT) and NCCR (N Consecutive Correct Responses).
From his analysis he concluded using a higher threshold for NCCR algorithm provides better
performance in terms of accuracy compared to lower threshold for NCCR or KT. Another
group of researchers Pelanek and Rihat [23] also performed a comparative analysis on different
mastery criterias. Their result indicates that the setting of thresholds and data sources used for
mastery decision has more impact on the result than the choice of learner modeling techniques.
Our study is significantly influenced by the mentioned research works because while designing
our student model and mastery criteria, we follow the procedure and findings of the mentioned
research.

3. Proposed model

In our proposed system there are several modules named Database, SQL server, User Interface,
Prompt generator, text processor and mastery detection module. In this section we will provide
a brief description of each of the modules. The overall architecture of our proposed system is
shown in Figure 1.

3.1. Database and sql server

The database of our proposed system is a simple mongodb database which is deployed in the
cloud and all the necessary information is stored in the database. The login information for
the users (both student and instructor), the topics and learning objectives, the questions that
are answered by the students, the feedback generated from the ChatGPT, performance of each
student and each topic and all other information are stored in the database as a student model.
The information about a topic and the related learning objectives are also stored as domain
models. The SQL server will deal with the database to store data and to retrieve data from



Figure 1: Architecture of the proposed system

the database. Some common operations on the database by the sql server is to store input
information by the instructor or students, store the questions and feedback by ChatGPT, retrieve
information to show the performance of the student etc.

3.1.1. Student Model

For our experiment the student model is straight forward. In the database we create student
instances to store necessary information like personal details, the question the student attempted,
answer of the question, feedback on answer, the performance of the student and whether the
student mastered a topic or not. The other modules of the system will interact with the sql
server to update the information of a student in the database

3.1.2. Domain Model

In our proposed architecture we consider domain D as a set of topics that a student has to learn,
practice and master. In each of the topics there will be several learning objectives (LO) which
a student has to achieve to master that topic. These LO will be set by the instructor and will
remain hidden from the student. Among the LOs there will be a prerequisite relationship and a
directed graph can be used to represent the relationship [24]. The questions will be generated
from the very first LO which does not have any prerequisite and gradually move forward. A
student will only master a topic if that student can master all the LOs of that topic.

3.2. User interface

An user interface will be placed in the system for the interaction of the users with the systems.
In the user interface the first page will be a login page from where both the student and the
instructor can login with their login credential. After login, students will be able to see different



Figure 2: Sample student interface

options for practicing or see his performance and the feedback on each of the topics or learning
objectives. There are several parts of the student interface. We will explain them here.

3.2.1. Student Interface

A typical student interface is shown in Figure in 2. For better explanation we put a number for
each of the elements in red which are not part of the interface. After login the student will be
in this interface and will see the element 1, 2, 7 and 8 will be visible to the student. Element
1 is a drop-down list of the topics that the instructor wants a student to practice. The topics
defined by the instructor will be visible here and the student will be able to select a topic from
here. Upon selecting the topic and clicking on the start practice button a prompt will be sent to
ChatGPT and the question generated by the ChatGPT will be shown to the student in element
3 along with a button to submit the answer. Students can select the answer and submit the
answer. Then the answer will be sent again to the ChatGPT as a prompt and the feedback of the
student answer will be shown in box 5. The question, student’s answer and the feedback will be
stored to the database along with the information whether the student answered the question
right or wrong. Practicing another button will clear the screen and start form element 1 and 2
again. The view score function will show the number of questions attempted, percentage of
Correct answer and whether the student mastered a topic or not. The mastery will be detected
by the mastery detection algorithm and will be stored in the database. One sample of the view
score page is shown in Figure 3. The end practice button will end the practice and logout the
student.

3.2.2. Instructor Interface

Compared to the student interface, the instructor interface is quite simple. In the instructor
interface Instructor will be able to see the performance of each student in each of the topics.
The instructor will also be able to add any specific topic to practice. A sample of the instructor
interface is shown in Figure 4. In addition to seeing the real time performance of the student,
the instructor will also be able to add more topics for the students. This added topic will be



Figure 3: Sample performance for a student

Figure 4: Instructor Interface

added to the database and will be shown to the students. For the prototype we kept this simple
and kept the option to add more topics. Further options like add a new course, add topics for
any individual students can be added to make it a full scale model and more dynamic. In future
we want to implement such modules.

3.3. Prompt generator

The prompt generator is the module which takes input from the system and interacts with the
ChatGPT. To generate a question and get feedback this prompt generator generates a proper
prompt for ChatGPT and sends it to the ChatGPT. To generate a question at first, the student
selects the topic and clicks on the start practice button. Upon clicking, the system sends the
selected topic to the prompt generator. The prompt generator create the prompt in the following
fashion:

”generate an MCQ question on topic ${topic} with learning objective ${LO}”

Here, the variable topic is the topic that the student has been selected for. The learning
objective comes from the database according to the domain model provided by the instructor. A
mastery detection model defines whether the student mastered the topic or not. If the student
masters a topic for a given LO, a question from the next LO is generated and when a student
masters all the LOs, then the system shows the student is mastered in that topic. This detail is



kept hidden from the student. When a student selects an answer and submit, again another
prompt is send to the ChatGPT with the previous question and the answer of the student in the
following format:

”Is option ${answer} correct for question ${question}? provide necessary explanation.”

Upon receiving the response from ChatGPT, the response is sent to the text processor as the
response can be incomplete or can contain the answer.

3.4. Text Processor

The text processor performs two actions. One is receiving the response from ChatGPT for both
the question and feedback. When it receives the question, it checks if the question is complete, if
the question contains the answer etc. The text processor actually works as a filter. If the question
is incomplete it discards the response and takes necessary steps to send the same prompt again
to ChatGPT. If the response contains a complete answer it discards only the answer part and
sends the question to the user interface to show it to the student. When the text processor
receives feedback for an answer, it processes the response and checks whether the response is
positive or negative. For this we incorporate a simple positive-negative detecting algorithm to
determine whether the answer of the student was correct or not. Then the processor sends a
query to the query server so that the server can update the performance of the student along
with storing the question, answer and feedback in the database. The text processor also sends
the feedback to the user interface so that it can be seen by the student.

3.5. Mastery Detection

One of the most important parts of our system is mastery detection. This is the module that
traces the knowledge level of the student and declares whether the student has mastered a
topic or not. We use this module in our system because while practicing a topic, both the
student and the teacher might want to know how well the practice is going or whether the
practice is enough to go for the evaluation test. From the literature we can see recently many
researchers worked on mastery detection using different approaches. For our system we aim to
use the mastery detection approach proposed by Lin et al. [24]. In their paper they showed
their approach can detect the mastery level of a student in a topic efficiently. They used an
improved form of top two Thompson sampling algorithms to solve the best arm identification
problem in a multi-armed bandit framework. In our system we will make some improvisation
of the proposed model as in their model they used graph based domain model and prerequisite
relationship among the topics. But for our model initially we are not using the prerequisite
or domain model that they used. Moreover we are detecting the mastery of the student for a
number of LOs. When a student masters in an LO, a question from the nextLO is asked to that
student. When a student masters in all LOs, then the system declares the student is mastered in
that topic. This mastery detection module determines whether a student mastered a topic or
not.



Figure 5: Simulation result

This is the general overview of the architecture and the working procedure of our proposed
personalized adaptive practicing system using the Large Language Model. Here we propose
the baseline of the system. In this baseline many other options can be introduced for different
purposes and can be deployed in a real world learning system.

4. Experiment with the system

We developed the prototype using JavaScript. For our prototype we used 5 different Topics
and for each of the topics we used our architecture for generating questions for 100 times,
input answers for each of them and generated feedback. That is for each of the Topics we
generated 60 questions for our experiment. We use domain experts to evaluate the answer and
the feedback. It is to be mentioned that to find out whether the system works properly, we
intentionally provided the wrong answer. In Figure 5 we show the confusion matrix where
the True positives are the when in the feedback ChatGPT said the answer is correct and the
answer was actually correct, true negative means in the feedback ChatGPT said the answer is
incorrect and the answer was actually incorrect. False positive means when ChatGPT falsely
categorizes incorrect answers as correct, False negative means when ChatGPT falsely identifies
correct answers as incorrect.

From the figure we can clearly see that ChatGPT produces the correct feedback in 99% of the
cases. For the rest 1% we can deploy a human in the loop to solve this. That is if the student
thinks that the feedback that is generated by ChatGPT is wrong, they can send a notification to
the instructor to recheck the generated feedback. The instructor will get a notification, check
the feedback and take necessary action on that. This is how we can solve the issue of this 1%
wrong feedback by ChatGPT.

5. Conclusion and Future work

In this paper, we propose a personalized adaptive practicing system using a Large Language
Model. We explain how we can use a Large Language Model (ChatGPT) to generate questions
and feedback for different topics. From our experiment we found ChatGPT can generate the



questions with the topic name and the difficulty level very efficiently which can save a huge
human work hours. In the case of determining the difficulty level we found ChatGPT is more
efficient than human. Thus it will be more efficient to generate the questions using ChatGPT.
In our adaptive practicing system we propose a mastery detection algorithm which considers
different levels of difficult questions for a student to master in a topic. In the previous models, an
expert had to prepare a question bank and then the model had to find a personalized sequence.
But for our model we do not have to prepare a question bank; rather the ChatGPT produces
the questions and feedback, the mastery detection module determines the level of mastery of
the student and sends a prompt accordingly. Thus the student get a personalized sequence of
practice questions according to their knowledge level.

In the future we want to further add other options for both the student and instructor so that
this prototype becomes suitable to deploy in a real life scenario. We also want to work on the
proposed mastery detection algorithm. For now we assume our proposed model will perform
well based on the previous work on the same algorithm. but in future we want to work more
on the simulation and mathematical proof of our proposed mastery detection algorithm and
tune it for better performance.
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