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Abstract

The most of the tasks of event extraction from textual data are solved using neural networks. One of the ways to train neural networks on texts is the use of \(n\)-grams. In this paper, we consider \(n\)-grams in the form of subgraphs of conceptual graphs that have a certain semantics. Each such \(n\)-gram can be treated as an event. The paper proposes to use an additional information resource in the form of a hierarchy of multimodal clusters based on a multidimensional formal context, the \(n+1\) dimensional tensor elements of which consist of \(n\)-grams and elements selected as objects. The task of event extraction is solved by the joint use of a neural network and a hierarchy of multimodal clusters.
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1. Introduction

This paper represents the ongoing research on applying Formal Concept Analysis (FCA) \cite{1} to neural-based solutions to certain text mining tasks. Among these tasks, there is Event extraction \cite{2}. Event extraction constitutes an area of methods for acquiring additional information in unstructured text so that it represents an answers on so-called "5W1H" questions “Who did What to Whom, Where, When and How” \cite{2}. The answers do not necessarily have to contain all the elements of the "5W1H" question, which creates a variety of event representations. Event extraction plays an important role in many areas of artificial intelligence applications. Among them thee are social media, economics and finance, biomedical applications, etc. The event extraction task can be interpreted as a generalization of two text mining tasks: named entity recognition and relationship extraction. Accordingly, the arsenal of tools for solving these tasks is used in event extraction. Among these tools, neural networks currently play a key role. In this paper, we investigate the use of \(n\)-grams extracted from text to train a neural network instead of training it on full texts. This method of learning is known and is used in a number of tasks. But we use "meaningful" conceptual \(n\)-grams, which contain answers to the "5W1H" questions in whole or in part. Each such \(n\)-gram also can be treated as an event. However, when training a neural network on conceptual \(n\)-grams by standard way, the semantics of "meaningful" \(n\)-grams is not represented in the network. The paper proposes to use an additional
information resource in the form of a hierarchy of multimodal clusters based on a multidimensional formal context, the \( n+1 \)-tensor elements of which are \( n \)-grams and the elements selected as objects. The task of event extraction is solved by the joint use of a neural network and a hierarchy of multimodal clusters. The neural network solves the classification problem and returns the class objects corresponding to the query text upon request. Then these objects are searched in multimodal clusters. These clusters contain combinations of events related to the classes of objects found by the network.

Using conceptual \( n \)-grams for learning allows one to apply neural network with a simple architecture. The use of an additional resource in the form of a hierarchy of clusters built on \( n \)-grams presents additional information to obtain a solution of event extraction task.

The paper is organized as follows. In the Section 2, there are brief descriptions of event extraction task and multimodal clustering problem in FCA with mentioning the main related works in these areas. In the Section 3, the proposed approach is outlined together with its functionality. The Section 4 contains conclusion. The paper ends with acknowledgements and references sections.

2. Preliminaries and Related Work

This work is related to two principles. The first principle of \textit{query refining} has long been known in FCA community [3]. If a query is identified with some node of conceptual model (in FCA it is conceptual lattice), then its refinements or possible answers to it are located in neighboring nodes. In our method, class objects found by the neural network act as queries. Clusters as formal concepts corresponding to queries, form a lattice in which query refining principle operates. Having fixed the cluster that best matches the query, we find the clusters adjacent to it and use this principle to extract events.

The second principle of \textit{concept-based explanations} [4] is applied in neural networks and aims to implement the notion of a concept in the layers of deep neural networks. In the work of [5] this principle is used to build an intrinsically interpretable document classifier using a combination of FCA and approaches from applied graph theory. At the current stage of research, we do not use the semantics of conceptual \( n \)-grams directly in the neural network, limiting ourselves to the use of standard configuration networks. However, the principle of concept-based explanations is applied when working with multimodal clusters.

2.1. Neural-based event extraction from texts

The main definitions in the event extraction are the following [2]. An \textit{event mention} usually is a phrase or sentence that describes an event in which a trigger and corresponding arguments are included. Not every sentence contains event mention, so that sentences without events must be recognized and omitted. \textit{Event trigger} is usually a verb or a noun that most clearly expresses the core meaning of an event. We use verb-oriented algorithm for acquiring conceptual graphs from text and construct \( n \)-grams. \textit{Event type} refers to the category to which the event corresponds. In most cases, event types are predefined manually, categorized by event triggers. For instance, we may be interested on existing some verbs in the text, i.e. attack, shoot, etc. \textit{Event arguments} are the main attributes of events. They are usually entity mentions describing the event state change, involving who, what, when, where, and how. \textit{An argument role} is a function or position that an event argument performs in the relationship between the event argument and the trigger.

There are two directions in event extraction. They are \textit{Closed-domain event extraction} and \textit{Open-domain event extraction}. \textit{Closed-domain event extraction} uses predefined event schema to discover and extract desired events of particular type from text. An event schema contains several event types and their corresponding event structures. \textit{Open-domain event extraction} aims at detecting events from texts and in most cases, also clustering similar events via extracted event keywords. Event keywords refer to those words/phrases mostly describing an event, and sometimes keywords are further divided into triggers and arguments.

There are a large number of works devoted to event extraction from the text. The review [2] contains 245 references. Among the works closest to our topic and using neural networks, we highlight the following two papers.
In the work of [6] the Abstract Meaning Representation (AMR) graphs acquired from text are used. AMR graph is a rooted directed acyclic graph where the nodes represent concepts and the edges represent relations between these concepts. Events are considered as subgraphs of AMR graph. Neural network is used to identify an event subgraphs. The neural network is trained on a tagged textual corpus. Tagging includes the definition of events and their arguments. Methodology of event extraction presented in the work of [6] needs external information resources. Since this work is about biomedical event extraction, these resources are knowledge base containing relations between proteins and large corpus of unannotated text that contain protein mentions.

The work of [7] represents recent results of nested event extraction from biomedical domain data. In this work, event extraction model named as DeepEventMine is proposed. It extracts multiple overlapping directed acyclic graph structures from a sentence. An event is called nested event when it has other events in its arguments, while an event is called flat event when there are only entities in its arguments. A trigger is a textual mention that denotes the presence of an event in text. Triggers, events, arguments and roles are all united in graph structures. The model is strongly tied to pre-trained networks, primarily to the BERT network. The implementation of the model requires large computing resources.

Based on the mentioned works and other works in this research area, the following conclusions can be drawn.

1. Graph models of event representation are used in the works.
2. Neural networks used in event extraction have a complex architecture.
3. To extract events, external resources are needed in the form of text corpora, thesauri, and databases.

2.2. Multimodal clustering in FCA

In FCA, multimodal clustering is formulated as follows. If \( R \subseteq D_1 \times D_2 \times \ldots \times D_n \) is a relation on data domains \( D_1, D_2, \ldots, D_n \) then formal context is an \( n+1 \) set:

\[
\mathbb{K} = \langle K_1, K_2, \ldots, K_n, R \rangle
\]

(1)

where \( K_i \subseteq D_i \). Multimodal clusters on the context (1) are \( n \) – sets

\[
C = \langle X_1, X_2, \ldots, X_n \rangle
\]

(2)

which have the closure property [8]:

\[
\forall u = (x_1, x_2, \ldots, x_n) \in X_1 \times X_2 \times \ldots \times X_n, u \in R
\]

(3)

and \( \forall j = 1, 2, \ldots, n, \forall x_j \in D_j \setminus X_j < X_1, \ldots, X_j \cup \{x_j\}, \ldots, X_n > \) does not satisfy (3).

A multimodal cluster is a subset in the form of combinations of elements from different sets \( K_i \). It is also defined as a closed \( n \)-set [9] since the closure property (3) provides its “self-sufficiency”: it cannot be enlarged without violating (2).

Formal concepts on multimodal formal context are those multimodal clusters where for all \( u = (x_1, x_2, \ldots, x_n) \in X_1, X_2, \ldots, X_n, u \in R \) and \( k \) is maximally possible. In other words, they are the largest possible \( k \)-dimensional hypercubes completely filled with units. The concept of the density of a multimodal cluster is introduced in FCA and formal concepts are interpreted as absolutely dense clusters [9].

3. Methodology

The considered approach is implemented by performing the following steps.

\[
\text{RDD} \subseteq \prod_{i=1}^{n} D_i
\]
1. Conceptual n-grams are built on the text under processing. We consider every such n-gram as a graph in the form of a tree. For a given sentence, it may be dependency parse tree, AMR-graph, conceptual graph or any other n-gram model. Depending on the type of n-grams, their construction can be performed by an appropriate software tool. All the currently most well known variants of n-grams are supported by parser programs. It is necessary to ensure the storage of n-grams, for example, in a database. Some text corpora store n-grams as tagging.

2. A multidimensional formal context is formed as an n+1-dimensional tensor. Every point of this tensor contains an object and a n-gram it corresponding. Objects can be documents containing texts, terms, entity names, text topics, etc. Multimodal clusters are built on this formal context.

3. The task of event extraction is solved by the joint use of a neural network and a hierarchy of multimodal clusters. The neural network solves the classification problem and, upon request, returns objects-classes corresponding to the query text. Then the clusters corresponding to these objects are determined. They contain combinations of events related to the query text.

3.1. Experiments and Early Results

Consider implementation of the outlined methodology and its experimental study.

Data sets. We explored our methodology on two datasets. The first dataset is The Stanford Question Answering Dataset (SQuAD) [10]. In this dataset there are topics, corresponding texts, questions and answers. This dataset is often used to train neural networks applied in question-answering systems. Extracting events in SQuAD corresponding to the semantic template “who, what, with whom and where and when” will allow one to form answers to questions related to the template elements.

The second dataset (KaggleTDC) is a collection of approximately 1000 newsgroup documents from 10 different newsgroups [11]. This dataset differs from SQuAD in that its newsgroups more overlap by words. Therefore, we expected greater uncertainty in determining the newsgroup from the text by the neural network.

Conceptual n-grams. The sequence of n tokens in the text is called an n-gram. The token can be a phoneme, a syllable, a letter, a word or base pairs according to the application. We construct n-grams by acquiring conceptual graphs [12] from text and selecting their subgraphs having three, four or five concepts connected by agent, patient or attribute relations. Accordingly, we have trigrams, 4-grams and 5-grams.

Figure 1 shows an example of conceptual graphs corresponding to the sentence "Dioxins are highly toxic, and health effects on humans include reproductive, developmental, immune and hormonal problems" related to the topic of the Immune system.

![Figure 1: An example of conceptual graphs corresponding to the sentence "Dioxins are highly toxic, and health effects on humans include reproductive, developmental, immune and hormonal problems"](image)

In Figure 1, two disconnected conceptual graphs correspond to the sentence above. By selecting the agent and patient relationships in graphs, we have the trigrams “effect – include - problem” and “dioxin
be-toxic”. When adding attribute relations, we get five 5-grams based on the first trigram with the concepts of health, hormonal, immune, developmental, reproductive. For example, it will be a 5-gram “health-effect-include-problem-hormonal”, which corresponds to the event template given above. All these conceptual n-grams may be considered as events.

Conceptual graphs used in our work constitute a special case of AMR graphs. Conceptual graphs represent the semantics of individual sentences by acquiring from text known semantic roles as agent, patient, attribute, etc. We do not use external information resources and train neural network on n-grams extracted from conceptual graphs.

**Neural Network.** We use a compact chain recurrent neural network of standard architecture. An example of a structure of such network for 5 classes is shown in Figure 2.

![Figure 2: An example of a structure of neural network for 5 classes.](image)

The network is trained on n-grams generated from the texts of the dataset. When training the network, several optimization methods were used: ADAM, RMSProp, SGD, Signed.

The input data in the network are phrases in natural language, usually in the form of a question. Conceptual n-grams are constructed corresponding to input phrases. If no n-grams correspond to a phrase, the first n words of the phrase come to the input layer. If several n-grams correspond to a phrase, then they consistently arrive at the input layer. The output of the network is the object-class corresponding to the text query. Training and network operation using conceptual n-grams were compared with the training method in which n-grams formed by using a sliding context window (SCW). The results are presented in the tables 1, 2 and on Figure 3.

The tables 1 and 2 contain some results of training and network operations for conceptual n-grams and for SCW n-grams constructed on the SQuAD dataset and on the KaggleTDC dataset.

**Table 1**
Results of training and network operations for SQuAD dataset

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Conceptual n-grams</th>
<th>SCW n-grams</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of objects</td>
<td>636</td>
<td>30166</td>
</tr>
<tr>
<td>Time training (sec.)</td>
<td><strong>0.2854565</strong></td>
<td><strong>5.2802665</strong></td>
</tr>
<tr>
<td>Accuracy</td>
<td><strong>0.796875</strong></td>
<td><strong>0.728207</strong></td>
</tr>
</tbody>
</table>

**Table 2**
Results of training and network operations for KaggleTDC dataset

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Conceptual n-grams</th>
<th>SCW n-grams</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of objects</td>
<td>1339</td>
<td>67076</td>
</tr>
<tr>
<td>Time training (sec.)</td>
<td><strong>2.97245</strong></td>
<td><strong>163.408</strong></td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.802</td>
<td><strong>0.811</strong></td>
</tr>
</tbody>
</table>

The table 3 contains information about the five most voluminous topics-classes from the SQuAD data set.
Table 3
F1-Score for five most voluminous topics-classes from the SQuAD data set

<table>
<thead>
<tr>
<th>Class</th>
<th>Conceptual n-grams</th>
<th>SCW n-grams</th>
</tr>
</thead>
<tbody>
<tr>
<td>European_Union_law</td>
<td>0.85714</td>
<td>0.78671</td>
</tr>
<tr>
<td>University_of_Chicago</td>
<td>0.81967</td>
<td>0.69532</td>
</tr>
<tr>
<td>Immune_system</td>
<td>0.92307</td>
<td>0.80824</td>
</tr>
<tr>
<td>Warsaw</td>
<td>0.65</td>
<td>0.63042</td>
</tr>
<tr>
<td>Huguenot</td>
<td>0.65</td>
<td>0.64822</td>
</tr>
</tbody>
</table>

Figure 3 shows confusion matrices for neural network learned by conceptual n-grams and by SCW n-grams.

Figure 3: Confusion matrices for neural network learned by conceptual n-grams (a) and by SCW n-grams

In general, from the most general positions, it can be argued that the more words are used when training a neural network, the better it works. The latter means, among other things, that the network responds to requests more meaningfully. Here we do not take into account the effect of overfitting.

Among others, there are two ways to train neural networks on textual data. The first one uses a bag of words – all the words of the text without stop words. The second uses n-grams obtained by applying a sliding context window. Both methods use a lot of words, but they clearly do not reflect the semantics of the text, since they are simple sequences of words. Figure 4 shows how the volumes of n-grams and sentences of the text are correlated.

Figure 4: N-gram volumes for different classes of the SQuAD dataset.
Conceptual \(n\)-grams that we form consist of a small number of words and their number is more than 10 times less than the number of \(n\)-grams formed by using SCW as can be seen in Figure 4. Based on this, it can be assumed that the use of conceptual \(n\)-grams will reduce the performance of the neural network. In reality, this does not happen, as can be seen from Table 2, Table 3 and Figure 3. In our opinion, this is due precisely to the presence of semantics in conceptual \(n\)-grams.

As the value of \(n\) in conceptual \(n\)-grams increases, the quality of the network increases too, as can be seen from Table 4.

<table>
<thead>
<tr>
<th>Type of (n)-gram</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>3-gram</td>
<td>0.704036</td>
</tr>
<tr>
<td>4-gram with agent role</td>
<td>0.67713</td>
</tr>
<tr>
<td>4-gram with patient role</td>
<td>0.737643</td>
</tr>
<tr>
<td>5-gram</td>
<td>0.817518</td>
</tr>
<tr>
<td>Complex 3-5-gram</td>
<td>0.8998</td>
</tr>
</tbody>
</table>

Joint use of neural net and multimodal clusters. The neural network is trained on \(n\)-grams, which are interpreted as events. The texts at the network input are also converted into \(n\)-grams. As a result, the network works only with \(n\)-grams. When solving a classification task, in response to an input query, the network returns a set of class names for the SQuAD dataset and a set of newsgroup names for the KaggleTDC dataset. It was found in experiments that in these sets there are often objects-classes with similar probabilities, which makes it difficult to choose between them. For these purposes, multimodal clusters are used. There are such clusters-formal concepts, where subsets of objects include objects-classes with similar probabilities. In such clusters, all \(n\)-grams are combined with all objects. As a result, we get a set of events corresponding to the request to the neural network.

Multimodal clustering is performed using an evolutionary algorithm that allows obtaining Pareto-optimal solutions for several criteria of cluster optimality. The framework [13] is used for multimodal clustering. The problem of multimodal clustering is formulated as a problem of multiobjective optimization. In the experiments, two clustering optimality criteria were used, the cluster volume and its density. These criteria contradict each other, so compromise Pareto-optimal solutions are needed. First of all, we were interested in absolutely dense clusters being formal concepts. In them, all objects are combined with all elements of \(n\)-grams. Large and dense clusters are interesting because combinations of elements of its subsets set a property that manifests itself on a large number of elements and, possibly, means a regularity. However, often the clustered data is sparse and the existence of large and dense clusters on them is unlikely. Therefore, when selecting clusters, a trade-off between density and volume is provided by the algorithm.

The quality characteristics that are usually used in the classification problem (accuracy and F1-score) are integral and do not reflect the quality of individual solutions, their semantics. In the task of event extraction, it is important to detect events as facts and present the composition of events. In our experiments, we still detect events as facts. In multimodal clusters, we count the number of \(n\)-grams and fix their composition. Table 5 shows the content of several multimodal clusters containing pairs of class objects. For every pair there are corresponding number of \(n\)-grams shown in the table.

<table>
<thead>
<tr>
<th>Class objects</th>
<th>The number of (n)-grams</th>
</tr>
</thead>
<tbody>
<tr>
<td>University of Chicago</td>
<td>8</td>
</tr>
<tr>
<td>Warsaw</td>
<td></td>
</tr>
<tr>
<td>Immune_system</td>
<td>2</td>
</tr>
<tr>
<td>European_Union_law</td>
<td></td>
</tr>
<tr>
<td>European_Union_law</td>
<td>28</td>
</tr>
<tr>
<td>Scottish Parliament</td>
<td></td>
</tr>
</tbody>
</table>
In the Table 5, University of Chicago and Warsaw classes are linked by eight n-grams having mutual words in corresponding texts. Immune_system and European_Union_law classes are practically unlinked since their mutual words in two n-grams are commonly used. It is evident that European_Union_law and Scottish Parliament classes are closely linked by 28 n-grams.

As a result, in clusters we find events that have common class objects and class objects that have common events.

Obviously, in the task of event extraction, only n-grams are not enough for the end user and additional information is needed. The n-grams found in multimodal clusters correspond to text fragments that can be presented to the user in response to a request. In this case, events take the form of descriptions understandable to the user. Such a solution may be designed in the form of a user interface focused on a specific subject area.

4. Conclusion

In this paper, an approach to training neural networks on n-grams in the form of conceptual graphs is proposed, which allows using a recurrent network with a simple architecture. Another contribution is the use of multimodal clusters as an additional information resource in the task of event extraction. The results of the application of these solutions are the following.
1. The neural network learns on n-grams no worse than in words, but it works faster.
2. The use of an additional resource in the form of a multidimensional formal context and multimodal clusters makes it possible to improve the interpretability of the results of the neural network.

In the future, an analytical explanation of the experimental results obtained in this work is necessary.
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