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Abstract

This paper introduces a novel translation technique, driven by modeling fuzzy analogies that capture
approximate conformity to parallel transformations between fragments in sentences. We conduct
preliminary experiments on English-Japanese translations with a data set of limited size. The results
show the potential of using fuzzy analogies for translation, achieving an increase of about 6 BLEU points
compared to NMT.
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1. Introduction

Low resource settings pose significant challenges to modern Machine Translation (MT) sys-
tems [1, 2]. Neural MT (NMT) with large-scale models require large amounts of parallel data to
fine-tune learnt weights of two language spaces [3]. MT by analogy (i.e, example-based MT)
[4, 5], enables tracing translations by structuring knowledge from examples. It relies on strict
analogies that involve ratios with the exact same transformation rule [6]. However, finding
sentence analogies with strictness on form can be difficult, particularly in cases where there
are less correlated sentences in relatively small sized corpora. In this paper, we propose to
explore partial analogies between sentences, which capture approximate conformity between
ratios relying on fuzzy matches, i.e., ratios which are partial transformations are matched. For
example, I feel ridiculous. : That is untrue. :: I feel funny. : That is funny. is a quadruple that
captures parallel transformation on sentence fragments. We call this fuzzy analogy.

2. Methodology

The proposed method is built on the indirect paradigm of example-based MT in [5]. Similar
to this, given translation queries D, we first construct sentence analogiesas A: B :: C: D,
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Figure 1: Computation of analogical score. Black cells in matrices indicate alignment points between
tokens. Each token quadruple linked by alignments, one for each (sub-)word in D, is checked for trivial
analogy. We divide by the length of D to get the analogical score. If A: B:: C: D is a strict analogy,
the score is 1.

where A, B, and C are source examples retrieved from translation memory, that will maxi-
mize analogical score with D. By looking up the annotated translations of (4, B, C'), we can
obtain corresponding analogical equations in the target language. Following this, we exploit
a previously learnt model to generate solutions of target analogies as translation results, i.e.,
A:B :C:x2 = z=D.

To retrieve sentence analogies, we first pre-compute candidate pools for terms A, B, and C
by collecting the k nearest neighbors of D using cosine similarity between sentence embeddings.
Theoretically, there will be a cubic number of possible combinations of sentence quadruples
(A, B,C, D). To reduce the computational cost, we prune candidate quadruples. We leave
out the quadruples with no lexical overlap between A and C, and between B and D. Finally,
for each D, we rank the quadruples by analogical score, and select the first n ones. As in [7],
we use alignments between (A, B, C, D) considered as sequences of (sub-)words. We count
the number of trivial analogies of the form a:a:: b:b or a:b: a:b forevery aligned
(sub-)word quadruple. Figure 1 illustrates the computation of analogical scores.

Next, we train a sequence-to-sequence model to solve analogies, so as to derive translation
answers. Suppose A: B::C: D and A': B':: C': D' are a retrieved source analogy and
its corresponding translation. We concatenate 7 sentences (excluding D’) in two monolingual
analogies as input X, to train the model to generate the solution D’ by optimizing cross-entropy
(CE) between probability distributions conditional on the context of input and preceding target

tokens:
|D'|

Leg=—) log P(DjD;, X) (1)
i=1

To encourage the model to be more confident in reconstructing target fragments that are in
analogical relationships, while being flexible to non-analogical relationships, we introduce a
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weighting scalar in (1). Formally, the aim is to minimize weighted CE (WCE):

|D'|

Lwce = — Y _wilog P(Dj|D;, X) )
=1

where w; takes the value of 1 for trivial analogies, and 0.5 else. For each target token, a weighted
value is determined by its corresponding aligned token in D.

3. Preliminary Experiments

3.1. Datasets

We experiment with parallel sentences from the Japanese-English Subtitle Corpus’, with 50,000
pairs for training, 2,000 for validation, and 2,000 for test. In this work, we primarily investigate
the translation quality from English to Japanese. The source sentences contain approximately
nine words on average. For each data set, we take source sentences as queries and look for
fuzzy analogies from the source part of translation memory (i.e., the training set). The strictness
in analogies depends on how closely the queries match the examples in memory. We assess the
closeness between the data sets and the memory by computing the similarity using the length
of longest common subsequence between sentences at the word level. Specifically, we compare
the query sentence to the twenty most similar examples in the memory, excluding itself in the
case of the training set. Table 1 shows the statistics of three data sets. On average, the three
data sets exhibit similar characteristics, where source sentences are found to have an overlap of
four words with their corresponding similar sentences in the memory.

Table 1

Data statistics for the English-to-Japanese translation task, specifically pertaining to the source side of
the data sets. Closesness to memory indicates the average number of words that overlap with each of
the twenty most similar examples retrieved from the memory.

‘ Training  Validation Test
Number of parallel sentences 50,000 2,000 2,000
Sentence length 9+£3 9+£3 9+£3
Number of word types 24,689 3,425 3,348
Closeness to memory 3.80+£096 3.89+095 391+£0.94

3.2. Implementation Details

In order to retrieve analogies from the corpus, we first use a Sentence-BERT [8] model® to
represent sentences as vectors. Subsequently, for each query D, we collect twenty examples
as the candidates of B and C, which are the nearest neighbors to D in the embedding space.

Thttps://nlp.stanford.edu/projects/jesc/
®https://www.sbert.net/docs/pretrained_models.html
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Sentences A are selected from the twenty closest neighbors to each candidate for B. We pre-
tokenize sentences into sub-words using a SentencePiece [9] model with the vocabulary size
of 250,000°. We then enumerate (A, B, C, D) from collected candidates and filter possible
quadruples by the overlap constraint between A and C, and between B and D at the sub-word
level. Next, We use mGIZA [10] and Moses* to estimate sub-sentential alignments. Base on
that, we compute analogical score for each possible quadruple. For each D, we select one fuzzy
analogy for translation.

To learn from analogy, we fine-tune a pre-trained mBART [3] model® on fuzzy analogies
that are retrieved from the training set. We utilize the large-scale mBART model consisting of
a 12-layer encoder and a 12-layer decoder. The target sentences are generated using a beam
size of 5 during decoding. To fine-tune the model, we freeze the encoder part and update the
parameters of the last 6 layers of the decoder. The frozen model is trained using a batch size of
8 for a maximum of 20 epochs. In the case there are no improvements for three consecutive
epochs, we halt the training process before completing all the epochs (early stopping). Finally,
we save the model that demonstrates the best performance on the validation set.

3.3. Results and Analysis

We compare to an NMT system by fine-tuning the same pre-trained mBART model on the data
sets of parallel sentences. The baseline NMT model is trained using the consistent settings as
described above. On 50,000 parallel sentences, NMT obtains a BLEU score of only 2.9. Our
system using (1) achieved an improvement of 5.6 and the use of (2) leads to a further gain of
about 0.4 BLEU points. Even though fuzzy analogies relax the strictness, the inclusion of partial
evidence in parallel transformations still helps in deducing possible translation.

In the retrieved analogies, query sentences are covered by examples under the analogy
constraint to different extents with analogical scores ranging from 0 to 1. Figure 2 shows the
number of fuzzy analogies constructed for the sentences in the three data sets, categorized
by their respective scores. In general, three sets of analogy data demonstrate a comparable
distribution in the extent of fuzzy matches between sentence transformations. The majority of
analogies fall within the score range of 0.3 to 0.7. This indicates that approximately 30%-70% of
tokens in query sentences are associated with examples in the analogy relationship.

Next, we examinate the model performance in inferring translation answers by solving
fuzzy analogies with different scores. Figure 3 shows that our model is capable of reasoning
analogies with lower scores, where less than half of a query sentence is linked to translation
examples through analogical associations. This suggests that fuzzy analogies can capture relative
knowledge of two languages, which can even assist in translating queries that are distant from
memory. We also compare to an NMT baseline on translating each test sentence. In Figure 3,
blue points (415 out of 2,000) indicate the cases where our model performs worse than NMT in
BLEU. Relatively, there are fewer underperforming cases when analogies have higher scores
(>0.7). In Table 2, we list examples of two methods in translating sentences that are either close

*To enable the learning model (e.g., mBART) to identify analogical transformations in quadruples, we use the
SentencePiece model with the same tokenization as in mBART.

*http://www2.statmt.org/moses/

Shttps://huggingface.co/facebook/mbart-large-50
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Figure 2: Distribution of analogical scores for fuzzy analogies retrieved from three data sets. Note
that there are two different vertical scales: one for training, one for validation and test. The scales for
training is ten times more than the second one.
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Figure 3: BLEU scores against analogical scores for test analogies. The test cases where our model
outperforms or achieves equal performance to NMT are represented by gray points, while the remaining
cases are denoted in blue.

to or distant from translation memory.

Do different source analogies constructed for the same query result in diverse translation
outputs? We conduct additional experiments to address this question. For each test sentence,
we retrieve five fuzzy analogies with the maximum scores and then employ the model trained
specifically to handle one analogy per query to solve each of these analogies. Table 3 presents
five distinct translations to a query sentence. As shown by the example, it is possible for the
model to generate more idiomatic translations that closely convey the intended meaning, using
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Table 2

Examples of translating sentences that are either close to or distant from the memory. For each generated
Japanese answer, we also provide the corresponding English translation below, which has been translated
using Google Translate. The underlines denote formal matchs to the references. For the upper instance,
NMT achieves a higher BLEU score but it fails to specifically mention the content regarding worry,
whereas our model effectivly captures the meaning of the original sentence. Regarding the translation of
the distant query that involves specialized terms not present in the memory, NMT seems to draw upon
knowledge from its pre-trained data. However, the translation is not accurate. Our model provides a
translation for the word “called” by leveraging hints from the analogy, but does not convery an accurate
translation for the term itself.

Test query close to the memory BLEU
Query | ah... i’'m sorry i made you worry.
Ref. | .. LT TT AZHA.
NMT | &.. SOHALIVIHALI N, 15.8
(ah... i’'m sorry, i’'m sorry.)
Ours | analogical score: 0.82
i’'m sorry for bother- i.. i’'m sorry. i wasn’t _i’m fine. i’'m sorry for ah... i’'m sorry i made
ing you. thank you.  being careful enough.”™ making you worry. ~ you worry.
T - TARIHA )
FuxeATL CLERb bk S or ot T i
o RALLET! CEEEL ST E T HLT\— ' '
FATL:
= r=d. TOARLENITH < > T 14.9
(ah... i’'m sorry i made you worry.)
Test query distant from the memory BLEU
Query | called alpha lipoxanthine glucoside
Ref. | [AE—=H] [T7L 77— VREHF> - 7132 R nlEL T
NMT | 7L 77 ) XS NS MY VR 0.0
(alpha phosphate oxyphosphate glycitrate)
Ours | analogical score: 0.0
bat’s th it is called alexon _the name is abraham _ called alpha lipoxan-
that's the name. " biotech company. " lincoln. " thine glucoside
zhiE 7L vy
FIUMMFBEIE 2 XA XTI BT T AT T, .
L7z k. TEVDRHTAT L=y
T
=Sx=TIL/ NI A Ta—T VW) LT 0.0

(under the name alpuls grove)

analogies with less evidence. We speculate that enlarging the number of fuzzy analogies will
facilitate models in acquiring more potential associations in two languages.
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4. Conclusion and Future Work

In this paper, we introduced a novel translation approach based on the mechanism of using
indirect analogies for translation. Unlike the work in [5], we proposed to handle partial analogies
that capture approximate conformity between sentence transformations. We call that fuzzy
analogies. To solve fuzzy analogies between sentences, we trained an mBART model to generate
translations given source quadruples and three known translations in the target analogies.
We conducted a comparison between our approach and an NMT baseline under low resource
constraints. Additionally, we investigated the impact of analogical quality on translation.

In future work, we will conduct ablation studies to search for optimal configurations for
modeling analogies. In addition, we will expand this work to different language pairs and
directions, as well as investigate the influence of corpus size on performance.
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Table 3

Discrepency between translation answers for the query "i think it’s better if you frankly say your intentions."
by solving the first five fuzzy analogies with different analogical scores. The reference translation is
"HD... TNy EFHZTEWER(R2721F 0 W EFE D ATT. " We highlight the answer that
closely matches the reference according to the human evaluation.

score  Analogy and solution BLEU
o L1 s i think it’s better if
i think that’s a good . . . , i think it’s great todo '
0.47 idea. 899 think that’s best. = what you like. : youfrfmkly say your
= B intentions.
T, FRhtoun fERIC, %mfﬁ..ﬁg%%;m&f;. .
pEBVWET., Tubhdn R NIV
S EHEWEFIrE
=r=LehlI-FNEIE5... 1.3
( well, to put it bluntly...)
i guess it’s better on _yep, i guess it’s prob- , ) i think it’s better if
0.40 my side. * ably for the best. it i think that’s best.  : you frankly say your
intentions.
F RO _ ] ‘ intentions
i g e mEEST NI, TR
L, NNV ﬂt‘tm\ck b lﬁ‘%f‘ : x
ISR IR Py w7 U
=2=3-F N0 aoH. EHEOCOITEOT L, 24
( to put it bluntly... sorry for being mean.)
0.40 i think that’s best.  : yep. i guess it's prob- i think it's great to do. iotl}tl?r];nil:ls f: tte:)ui]rc
’ * " ably for the best. " what you like. 4 ankty say y
A kT intentions.
fEric. noR bHe. BEEST ey
YRR ERS & AR ‘
- _t\/EE\\/‘ S Bl el
=2z=3-FN 745  BMIEEICEIRE & 2.0
to put it bluntly... you should be honest about your intentions)
p Yo JN A
0.40 i guess it's better on, i think that’s best. ~ :: yep. L guess it prob-, i(fsigznle sb:tte’;g
’ my side. ’ * " ably for the best. ’ J'/t ;i Yy say y
intentions.
EQAL GAANRAIRIR - X N
RPN s, RN B s AT i
; MOy ek '
X2 2h, fii-.
=c=d-F N5 ) usEOFHEITE T &%, 2.0
( to put it bluntly, your meanness is bad.)
yep, i guess it’s prob- , 1 guess it’s better on i think it’s better if
0.40 ably for the best. : i think that’s best. my side. : you frankly say your
1 RGO intentions.
= RAVRRVRY
b WS e, 2, SR N
RO & Wby R DA ; -
. c): ? — ﬂo ﬁﬁ’) o
=rx=FERE 2. . BEHENSTE-715 1.8

( honestly... if you say mean)
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