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Abstract
We present a proof of concept investigating whether native language identification and fact checking information improves a language model (GPT-2) classifier which determines whether a piece of text was written by a human or a machine. Since automatical text generation is trained on writings of many individuals, we hypothesize that there will not be a clear native language for ‘the writer’ and therefore that a native language identification module can be used in reverse – i.e. when a native language cannot be identified, the probability of automatic generation is higher. Automatic generation is also known to hallucinate, making up content. To this end, we integrate a Wikipedia fact checking module. Both pieces of information are simply added to the input to the GPT-2 classifier, and result in an improvement over its baseline performance in the English language human or generated subtask of the Automated Text Identification (AuTextification) shared task [1].
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1. Introduction

Detectors of human versus machine written text are often trained on large quantity of data from various data sources, potentially with domain specific fine-tuning. However, constant advances in text generation suggest more information may need to be incorporated to create successful detection systems than classifiers built from language models alone. In this work, we prototype the use of native language identification and fact checking within a language model classifier.

Text generation has been used in a range of applications, such as radiology report generation [2] or conversational response generation [3]. However, there is potential for the misuse of text generation, such as fake news [4] or spam [5] generation. The ability to
create a classifier capable of distinguishing text generated by a human from that produced by an AI system would therefore be widely useful. To this end, the Automated Text Identification (AuTexTification) shared task [1] was set up as part of IberLEF [6] with subtask 1 of the exercise evaluating submitted systems performing detection of automated text in English or Spanish on a standard dataset. In this paper, we focus on the English portion of this task.

Numerous large language models have been employed for automatic text generation, with the quantity and sources of training data varying. In general, text generation models based on transformer architectures tend to produce text which is grammatically correct and coherent. Specifically, we focus on GPT-2 [7], which is trained on a large collection of internet articles, and its successor GPT-3 [4], trained on petabytes of data collected over years of web crawling.

With the advent of text generation, came the need for systems which detect automatically generated text. Examples of such models include the Giant Language model Test Room (GLTR) tool [8], which uses statistical methods to make use of differences between text generated by GPT-2 and human written text. Such differences include for example the quantity of rare word usage, which is lower in the text generated by GPT-2 than in the human written text. Using a linear classifier on top of an existing generation model (such as GROVER [9]) has been proved to be very successful, sparking discussion around the need to make generation models public. The closest to the work presented in this paper, is the RoBERTa detector [10] which fine-tunes a RoBERTa model to achieve a higher accuracy in detection than a fine-tuned GPT-2 model. However, the RoBERTa detector needs a large quantity of examples – 200K examples are needed to attain 90% accuracy – which was not available in this work. In addition, its accuracy may be an upper bound for a trained model.

In search for alternatives to a pure text trained classifier, it is necessary to explore the errors made by generative models. Xu et al [11] discuss these in terms of machine translation’s multidimensional quality metrics [12], including measures such as accuracy (addition or omission) and fluency (punctuation, spelling or grammar). We propose that the integration of a fact checking component alongside a language model classifier may allow errors of accuracy to be detected and therefore that its integration will lead to an increase in the overall accuracy of detection. While the contribution of fact checking is not clear, as humans may also introduce errors into their writing, it is hypothesized that in combination with other features (such as those detected using the language model), the additional information may be beneficial.

A second component is also investigated: native language identification. Native language identification automatically determines the first language of the writer. The motivation behind this component is based on the manner in which generated text is produced: it is generated by a model trained on many texts, written by many different authors. It is therefore expected that automatically generated text will often not show a predominant, or a clearly predominating, native language.

The novel contributions of the work are therefore the integration of a fact checking and a native language identification component into a GPT-2 based classifier detecting generated (vs human created) English text, with results reported on AuTexTification
2. Methodology

2.1. GPT-2 classifier

GPT-2 is a large transformer-based language model with 1.5 billion parameters, trained on 8 million web pages [7]. Given the source of the AuTexTification datasets, a language model pre-trained on a large quantity of web pages was deemed a suitable choice. The pre-trained model available from Huggingface (https://huggingface.co/gpt2) was fine-tuned for a classification (rather than generation) task using the English training data of subtask 1 (which comprises 33,845 training instances with a binary, human or generated label). No hyperparameter optimization was explored in this work, with default parameters used while training for 4 epochs, with batch size 32 and max length 60.

2.2. Native language identification

Native language identification (NLI) can be viewed as a (multi-class) classification task: given a text segment, assign a class based on the author’s first language. The publicly available implementation of NLI, BERT-NLI (https://github.com/stianste/BERT-NLI) can be trained on languages of own choosing. The original work produced a classifier for a subset of Indo-European languages, specifically 31 languages. For each language, the writings of 104 native speakers were collected from Reddit with user origin identified from the poster's flairs [13]. The methodology is reused in this work to create training data for a larger set of language families, specifically:

1. Subreddits likely to contain native speakers are manually identified for each language sought. This includes selecting subreddits corresponding to countries and main cities speaking the language, as well as information and language learning subreddits.
2. Using the Pushshift Multithread API Wrapper (available from pip as `pmav`), the last 5 years of posts and comments are gathered from these subreddits.
3. The flair attribute, which can be set by the user on a per subreddit basis, is explored to find instances where the user is believed to be identifying their country of origin.
4. Any users whose countries are identified from their flair, and are in our desired country / language list, have their public Reddit footprint gathered over a period of the last year.

Identifying a writer's native language requires a large quantity of training data. While this is not always available for each of the languages of interest, it is possible to group languages into their corresponding language families and thus reduce the number of ‘languages’ sought while retaining language traits. Reddit users’ texts are selected at random such that multiple languages from the language family are represented in the sample. The list of language families used in this work, and the corresponding languages
represented in the training data of the NLI module, can be found in Appendix A. Reducing
the dataset to language families, rather than individual languages, also has the benefit of
reducing the classifier’s training time.

2.3. Wikipedia fact checking

Wikipedia has been utilised to fact-check information from the Web. In this study, we
utilised the WikiCheck API [14]. Given a statement (claim) in the dataset as the input, the
API returns the most relevant sentences from the Wikipedia corpus (using MediaWiki API
from https://www.mediawiki.org/wiki/API:Search) to be used as evidence for the claim.
The API returns whether each sentence supports the statement, refutes the statement, or
does not provide enough information. A probability score is also given for each decision.

Given the length limitation provided by the API, only a maximum of 300 characters
can be used as the input statement. Therefore, when the sentence is more than 300
characters, we used the first 300 characters only and removed any incomplete words at
the end as the input statement.

Previous studies [14, 15] incorporated CatBoost learning-to-rank model to decide the
most relevant evidence (Wikipedia sentence) for each claim and use the judgment for that
sentence only. However, due to the limited resources and time constraints, we utilised
a simpler approach. First, we selected sentences which refutes/supports the claim with
the highest probability score as the most relevant evidence. We extracted the label
(SUPPORT/REFUTES) and the probability score. If no statements were assigned as
supporting or refuting the claim, or if no relevant statements were returned by the API,
the sentence is labeled as ‘NOT ENOUGH INFO’ and the probability score is set to 0.

2.4. Integration of additional information with GPT-2

While there are many approaches to building ensemble models, a simple approach is
taken in this work: to show that an improvement can be obtained by integrating NLI
and Wikipedia fact information, the information was simply prepended to the input text.
The following methods for encoding of the additional inputs were explored:

1. Information from the NLI component:
   a) Listing of probabilities for each language family, i.e. a sequence of 15 numbers,
      rounded to 2 decimal places (to allow generalization).
   b) Listing the top language with its probability (2dp).
   c) Listing the top language alongside the difference between the probabilities
      of the top two suggested languages (2dp) – in some cases, the prediction is
      confident about the native language, assigning a probability greater than 0.9.
      However, sometimes the system suggests multiple languages with probabilities
      between 0.3 and 0.5. Incorporating the difference of the probabilities reflects
      such uncertainty.
   d) Listing the top three languages with the difference between the top two values.
      As above, the difference between the top two probabilities reflects the system’s
      uncertainty in the top prediction.
2. Information from Wikipedia fact checking:
   a) The decision generated by Wikipedia, i.e. one of supports, refutes, insufficient (representing not enough info) or failed (when the API failed to return a result).
   b) The decision along with the probability associated with the decision. As in point 2a along with the probability associated with the decision – again, this allows the system to incorporate a measure of uncertainty into its model.

3. Results

3.1. Native language identification

The training data consists of 100 users for each of the 15 language families (distributed equally among the languages contributing to the language family). A maximum of 20 * 100 sentences are randomly selected for a user from their posts and comments. The median across the selected users is 4 * 100 sentences. The average F1 over a 10 fold cross-validation is 0.58 and a confusion matrix can be seen in Figure 1. The confusion matrix suggests that no systematic mistakes were made, with the system performing well over all.
### Table 1

WikiCheck Results

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Supports</th>
<th>Refutes</th>
<th>Not enough info</th>
<th>Failed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training Data</td>
<td>4,449 (13.15%)</td>
<td>4,148 (12.26%)</td>
<td>25,154 (74.32%)</td>
<td>93 (0.27%)</td>
</tr>
<tr>
<td>Test Data</td>
<td>3,862 (17.69%)</td>
<td>6,061 (27.76%)</td>
<td>11,876 (54.40%)</td>
<td>32 (0.15%)</td>
</tr>
</tbody>
</table>

### Table 2

Results of systems submitted to evaluation exercise

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>Macro-F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>run1</td>
<td>GPT-2, Wikipedia fact decision with probability, top 3 most probable NLs with difference of top two NLs</td>
<td>57.77</td>
</tr>
<tr>
<td>run2</td>
<td>GPT-2, Wikipedia fact decision, top 3 most probable NLs with difference of top two NLs</td>
<td>53.35</td>
</tr>
<tr>
<td>run3</td>
<td>GPT-2 only</td>
<td>52.08</td>
</tr>
</tbody>
</table>

### 3.2. Wikipedia fact checking

As shown in Table 1, WikiCheck API labelled the majority of the sentences as “Not enough info”. One possible reason is the number of statements in the AuTexTification dataset that may not contain any facts that could be fact-checked using Wikipedia, such as sentence ID 20327: “@Jonasbrothers Guys... U rock!! I love all your songs! Thanks for the love! We love hearing that our music brings”. In the training data, a quarter of the data were labeled as supports/refutes. In the test data, the number of sentences that were labelled as supports/refutes was higher (45%). In both datasets, there were a small number of cases (<1%) where the API returned no responses due to a system error.

### 3.3. Overall systems

The system used 60% of the 33,845 English language examples for training, 20% for validation and 20% for testing to select the best system(s). This revealed the top systems to be as submitted, i.e. the top three predicted native languages (NLs) with the difference of probabilities between the top two languages, as well as information provided by the Wikipedia fact checking module. Either approach alone was found to perform worse than the combination. The combined approach also outperformed the baseline (GPT-2 only) system. The results on the test portion of the training data were supported on the 21,833 instance AuTexTification test set (Table 2) where the relative performance of the three submitted approaches mirrored their performance on the test portion of the training data. Most importantly, the additional information improved the performance of the GPT-2 classifier by over 5%.
4. Conclusion and future work

We prototype the use of fact checking and native language identification for the purpose of improving a language model classifier identifying automatically generated text from that written by a human. The experiment proved successful, with a combination of the two components yielding better results (F1) than the system alone (or the components separately) on AuTexTification subtask 1 (human vs generated) in English.

There are many potential future work avenues: no hyperparameter optimization is performed on the underlying GPT-2 system which may yield better performance on the task over all. Aside from experiments after hyperparameter optimization, the effect of the components should also be investigated when different baseline models are employed and significance evaluated. Different integration of the component information with the baseline model could also be explored, in particular, logistic regression (which performed exceedingly well in the task) in combination with the Wikipedia fact checking and NLI components should be explored.

The fact checking module was applied on a (shortened) sample of input text, whether or not this contained facts. An initial check for fact content would likely increase the performance of the module as well as giving the trained model additional information, with an additional feature value of “lacking” when a text segment is found to be lacking any facts.

Most importantly, the text segments used are relatively short. It has been stated that the OpenAI Text Classifier requires a minimum of 1,000 characters (about 150-250 words). Some of the text segments are close to this boundary, and it would be interesting to see the performance of the approach on texts of different lengths.
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A. Language families used in NLI component

language families

afro-asiatic

semitic

algerian arabic

egyptian

berber

austric

vietnamese

khmer

indonesian

javanese

malagasy

malay

tagalog

philippine

dravidian

telugu

kannada

korean

tamil

malayalam

indo-aryan

bengali

bhojpuri

gujarati

hindi

marathi

nepali

punjabi

urdu

sinhalese

iranian

farsi

kurdish

greek

greek

japonic

japanese

koreanic

korean

kra-dai

laotian

tai

kam-sui

niger-congo

swahili

yoruba

sino-tibetan

sinitic

mandarin chinese

cantonese chinese

tibeto-burman

burmese

assamese

ural-altaic

hungarian

finnish

turkish