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Abstract
Automatic text generation models have evolved with great advances in recent years. These models mimic
human language and can generate convincing texts that can deceive readers, which can be influenced in
making the wrong decisions. OpenAI’s ChatGPT, based on artificial intelligence, specializes in dialogue
and can generate a variety of texts according to the context requested by the user. Detecting whether a
text has been written by a human or generated by a machine has aroused great interest in the scientific
community, where Natural Language Processing and Machine Learning techniques play a crucial role
in identifying whether a text has been produced by a person or not. In this paper, we describe our
proposed method for AuTexTification subtask 1 in IberLEF 2023: Human or Generated. We fine-tune
a predefined model, using the embeddings of the initial tokens of all BERT-based Transformers model
layers, as features. Our prediction with the test dataset was not good, however, our training evaluation
metrics were. We will continue experimenting to improve the model.
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1. Introduction

In today’s digital era, automatic text generation has evolved rapidly. Models based on artificial
intelligence (AI), known as text generation models (TGM), have been developed [1]. As a
result, a considerable amount of fake news, misleading content, fake product reviews, etc.,
are generated on the Internet. The AutTextTification task [2] at the evaluation forum IberLEF
in 2023 encourages participants to explore methods and algorithms to automaticall identify
content generated artificially.

Our approach is based in the intuition that style-related information may be encoded through-
out all the layers of a transformer model. Therefore, automatically generated text should
generate encodings different from those coming from human-written sequences. We have
developed a network that combines the outputs of all intermediate layers in a weighted-average

IberLEF 2023, September 2023, Jaén, Spain
*Corresponding author.
$ cesar.espinr@ug.edu.ec (C. Espin-Riofrio); jenny.ortizz@ug.edu.ec (J. Ortiz-Zambrano); amontejo@ujaen.es
(A. Montejo-Ráez)
� 0000-0001-8864-756X (C. Espin-Riofrio); 0000-0001-6708-4470 (J. Ortiz-Zambrano); 0000-0002-8643-2714
(A. Montejo-Ráez)

© 2023 Copyright for this paper by its authors. Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).
CEUR
Workshop
Proceedings

http://ceur-ws.org
ISSN 1613-0073 CEUR Workshop Proceedings (CEUR-WS.org)

mailto:cesar.espinr@ug.edu.ec
mailto:jenny.ortizz@ug.edu.ec
mailto:amontejo@ujaen.es
https://orcid.org/0000-0001-8864-756X
https://orcid.org/0000-0001-6708-4470
https://orcid.org/0000-0002-8643-2714
https://creativecommons.org/licenses/by/4.0
http://ceur-ws.org
http://ceur-ws.org


manner where weights are, themselves, learned from a training dataset of human and non-
human labeled texts. Some of the experiments overcome showed that the approach is very
promising, but the large differences in style and domain between training a testing datasets
turned into a poor performance of our proposal.

The paper is organized as follows: first, the method implemented is detailed. Then, experi-
ments done to evaluate our approach over the training data provided by organizers are reported.
Finally, results and conclusions drawn from the official scores are given.

2. Related work

The evolution of automatic text generation models has made great advances, from rule-based
systems to sophisticated deep learning models. Early text generation systems were based
on predefined rules and templates (rule-based systems). Markov models [3] introduced a
probabilistic approach to text generation, using statistical patterns to predict the probability
of a particular word or phrase based on prior context [4]. Recurrent Neural Networks (RNN)
enabled the generation of more coherent and contextually relevant texts by solving the problem
of long-range dependencies. LSTM (Long Short-Term Memory) [5] were able to learn and retain
long-term dependencies more effectively, which improved the quality of text generation. GANs
(Generative Adversarial Networks) [6] have shown impressive results in generating coherent
and diverse text, although they can be difficult to train. The introduction of the Transformer
models [7] marked an important milestone in text generation, starting with the Generative
Pre-trained Transformer (GPT) [8] model, followed by GPT-2 [9], GPT-3 [10] and later iterations.
Recent advances have explored the integration of Reinforcement Learning (RL) techniques in
text generation models.

Regarding the use of Transformer models for text classification, [11] uses them together with
other classifiers to determine the political affinity of Ecuadorian Twitter users. [12] combine
Transformer embeddings with linguistic features to identify complex words. [13] use stylometric
characteristics together with a transformer model to determine the gender and profession of
Twitter users.

The Turing Test [14] attempted for the first time to detect whether a text came from a robot
or a human. [15] develop GLTR, a tool to support humans in detecting whether a text was
generated by a model, applies a suite of baseline statistical methods that can detect generation
artifacts across common sampling schemes.

In recent studies, [16] study the differences in the ability of humans and automated detectors
to identify text generated by TGM. Authors such [17], have used the contextual word embeddings
of a BERT model to calculate a quality score for the generated text. [18] explore the originality of
content produced by ChatGPT, their results show that ChatGPT has great potential to generate
outstanding text output without being well detected by plagiarism checking software.

3. Method

In this section we present the dataset and the method used in the experimentation. We tokenize
the texts and obtain the embeddings of the start-of-sequence token for each of the 12 layers of



BERT-based models. We stacked the embeddings, and linearly combined all layers. Then, we
implemented a Feed Forward Neural (FFN) network as a classification layer, with two linear
functions connected by a dropout and an activation function.

3.1. Data

The organizers provided the datasets [19] for the AuTexTification shared task at IberLEF 2023,
which include the labeled training and test portions for all proposed subtasks and languages.
They considered five different domains including legal documents, how-to articles and social
media, to cover a wide variety of writing styles: from the more structured and formal to the
less structured and informal. The dataset corresponds to subtask 1: Human or Generated, their
structure is shown in Fig. 1 and their sizes in Table 1.

Figure 1: Sample training dataset with tags.

Table 1
Size of training and test datasets for each language.

Train_data Test_data
Spanih 32062 20129
English 33845 21832

3.2. Transformer model for text classification

Text classification is a classic Natural Language Processing (NLP) problem, consisting of as-
signing predefined categories to a given text [20]. Transformer models are being widely used
in many NLP tasks, with very good results. The Transformer architecture is especially con-
ducive to pre-training on large text corpora, allowing for higher accuracy in tasks such as text
classification [21].

BERT-based models take an input from a sequence of 512 tokens and outputs the sequence
representation. The sequence has one or two segments, The first token of every sequence is
always a special classification token [CLS], which contains the special sorting embedding. The
final hidden state corresponding to this token is used as the aggregate sequence representation
for classification tasks.

Usually, most of the fine-tuning for text classification tasks, take the final hidden layer as
the whole text representation and later, pass it to other models for the subsequent task taking
the [CLS] token of each sentence. On top, a simple softmax classifier is added to predict the
label probability. A BERT-based model contains an encoder with 12 Transformer blocks, 12
self-attention heads, and the hidden size of 768.

We experiment with sequence start token embeddings for each of the 12 layers of BERT-based
models.



We have used the DeBERTa (Decoding-enhanced BERT with disentangled attention) [22]
model to classify texts in English, and mDeBERTa [23] for texts in Spanish. DeBERTa enhances
state-of-the-art pre-trained language models using two novel techniques: an untangled attention
mechanism and an improved mask decoder. mDeBERTa is the multilingual version of DeBERTa
which use the same structure as DeBERTa and was trained with CC100 multilingual data [24].

3.3. Model tuning

Fine-tuning a Bert-based model, can bring many advantages in classification tasks. It usually
involves adding a specific layer on top of the BERT encoder and training the entire end-to-end
model with a suitable loss function and optimizer.

For our purposes, we split the datasets into 80% for training and 20% for testing, both for the
Spanish and English datasets.

We stacked the sequence start token embeddings from each of the 12 layers of the BERT-based
models, combined them linearly, and generated a weighted average. Then, we implemented a
FFN as a classification layer, with two linear functions connected by a dropout and an activation
function. We use DeBERTa for English texts and mDeBERTa for Spanish texts.

To determine the values for the dropout rate, activation function, and learning rate parameters,
we conducted several training experiments by individually varying each parameter across
different values. We recorded the value for which the model achieved the best evaluation
metric during each experiment. Table 2 shows the values of the hyperparameters explored
and, in Table 3, we detail the hyperparameters chosen for the final training of the model, using
DeBERTa for English and mDeBERTa for Spanish.

Table 2
Hyperparameters values tested

learning rates dropout activation funtion
1e-5 0,1 relu
5e-4 0,2 tanh
5e-5 0,3 gelu

0,5

Table 3
Hyperparameters for training

Parameters DeBERTa mDeBERTa
drop out 0,3 0,2
activation function relu tanh
epoch 3 2
learning rate 5e-5 5e-5
batch_size 16 16

Tables 4 y 5 show the results obtained on each evaluation set, according to the models used
for English and Spanish.

We save the fine-tuned model, which we then use with the test dataset to make the prediction.



Table 4
DeBERTa’s evaluation metrics for English

Epoch Training Loss F1-macro Accuracy Precision Macro Precision Weighted
1 0,2639 0,8941 0,8948 0,9032 0,9024
2 0,1580 0,9182 0,9185 0,9211 0,9207
3 0,0658 0,9232 0,9233 0,9243 0,9241
4 0,0384 0,9090 0,9094 0,9154 0,9148
5 0,0153 0,9047 0,9053 0,9130 0,9122
6 0,0047 0,9076 0,9081 0,9149 0,9142
7 0,0051 0,9164 0,9167 0,9211 0,9205

Table 5
mDeBERTa’s evaluation metrics for Spanish

Epoch Training Loss F1-macro Accuracy Precision Macro Precision Weighted
1 0,3110 0,8311 0,8358 0,8693 0,8673
2 0,2112 0,9281 0,9281 0,9284 0,9282
3 0,1374 0,8749 0,8768 0,8953 0,8938
4 0,0749 0,9071 0,9077 0,9148 0,9139
5 0,0489 0,9129 0,9133 0,9185 0,9177
6 0,0227 0,9037 0,9044 0,9126 0,9116
7 0,0111 0,8880 0,8893 0,9035 0,9022

4. Experiment

We proceed to extract the embeddings from the test dataset. We load the fine-tuned model and
execute its prediction function by inputting the obtained embeddings. This way, we obtain the
predicted tags to be submitted for the task evaluation.

In Tables 6 and 7, we show the results of our participation in AuTexTification subtask 1, for
English and Spanish texts, respectively.

Table 6
Participation results in AuTexTification subtask 1 for English texts

Rank Team Run Macro-F1 Confidence Interval
1 TALN-UPF Hybrid_plus 80,91 (80.4, 81.38)
2 TALN-UPF Hybrid 74,16 (73.68, 74.7)
3 CIC-IPN-CsCog run2 74,13 (73.53, 74.72)
. . .
47 SINAI run1 57,78 (57.24, 58.45)
. . .
74 penguinz run1 33,89 (33.62, 34.16)
75 UAEMex run3 33,87 (33.6, 34.17)
76 UAEMex run1 33,87 (33.6, 34.11)



Table 7
Participation results in AuTexTification subtask 1 for Spanish texts

Rank Team Run Macro-F1 Confidence Interval
1 TALN-UPF Hybrid_plus 70,77 (70.21, 71.35)
2 Linguistica_F-P_et_al run1 70,6 (69.85, 71.18)
3 RoBERTa (BNE) baseline 68,52 -
. . .
40 SINAI run1 54,95 (54.31, 55.53)
. . .
51 LKE_BUAP run2 33,02 (32.57, 33.53)
52 LKE_BUAP run3 31,6 (31.24, 31.99)

5. Conclusions and future work

The different layers of BERT capture different levels of semantic and syntactic information. We
experimented with the [CLS] token for each of the 12 layers of the BERT-based models.

In our final presentation, we showcased the prediction systems for English and Spanish
datasets using the DeBERTa and mBERTa models, respectively. The best performance for
English texts was achieved in epoch 3 with an F1 score of 0.9232. For Spanish texts, the
best performance was obtained in epoch 2 with an F1 score of 0.9281. All the details of the
AuTexTification workshop, including information about the different participants and the
obtained results, can be found in the official overview [25].

Regarding our participation in AuTexTification subtask 1, we ranked 47th out of 76 partici-
pants for English texts with an f1-macro of 0.5778, and 40th out of 52 participants for Spanish
texts with f1-macro of 05495. We did not achieve good results in prediction, considering that
domain generalization was one of the key aspects of Subtask 1.

This participation has helped us to propose a system in which we expect the style to be
somewhat encoded throughout all the layers of the Transformer but, it seems that we still do
not obtain results that allow us to reach adequate conclusions. It seems that the method we
propose does not represent an improvement and presents problems of application to the data
set. Our model demonstrates good prediction performance within the domain it was trained on,
but it does not effectively generalize to other unseen domains. As future work, we propose to
add stylometric features of the text to the embedding of the tokens obtained from the text, in
order to reinforce the learning of the model.

We will continue working now that we have the ground truth tags from the test, we plan to
perform further experiments to see if this method has really contributed to the proposed task.
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