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Abstract

The prevalence of online hate speech targeting the LGBTQ+ community poses a significant challenge in
maintaining a safe and inclusive digital environment. This paper deals with the importance of addressing
this issue by proposing methods for detecting this offensive messages towards this community population
in Mexican Spanish. The study explores a considerable variety of approaches to solve the task with
classical machine learning algorithms and with different approaches for feature extraction. Additionally,
text preprocessing techniques specific to Twitter data, and word embeddings are employed to enhance
the performance of the models. Through experimentation and comparative analysis, we assess the
effectiveness of these methods in identifying and classifying offensive messages. The findings of this
research contribute to the development of robust tools for identifying and mitigating online hate speech,
ultimately fostering a more inclusive and tolerant digital space for the LGBTQ+ community.
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1. Introduction

Twitter is an online social networking platform that enables users to send and read short
messages called tweets. Tweets are messages of up to 280 characters that can contain text, links,
images, videos, and other multimedia content. Twitter users can follow others and see their
tweets in their timeline, allowing them to keep up to date on the news, updates, thoughts, and
opinions. Users can also interact with other users tweets through replies, retweets (sharing
someone else’s tweet on your own timeline), and liking tweets. Due to the ease of access to the
platform, and the information it contains, information flows all the time, and we can not only
find positive messages or information, but also hate messages.

Given the anonymity that social networks provide to users, they have become a great source
of offensive language. It has been shown that there is a strong correlation between anonymity
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and hate speech. In particular, hate speech about race and sexual orientation is more likely to be
posted anonymously compared to other categories of hate speech [1]. This aspect also applies
to hate speech because the Internet has a democratic character and offers the opportunity for
all people to engage in hate speech [2]. Previous research has identified that, compared to
heterosexuals, LGBTQ+ people are at higher risk of developing poor mental health, problems
related to excessive alcohol consumption and smoking [3]. In addition, transgender people are
more likely to develop depressive symptoms and experience stress compared to non-transgender
people in the LGBTQ+ community [4]; also, transgender people are more likely to experience
hate crimes [5].

The discrimination against LGBTQ+ people begin at home. Alone, 92% of adolescents with
these preferences had to hide their sexual orientation until adulthood. This discrimination
suffered at home, is transferred to virtual environments, such as Twitter, where there is a more
constant attack by the way they dress, speak and even how they write on the platform.

Within the framework of the IberLEF (Iberian Languages Evaluation Forum) 2023 congress,
the Grupo de Ingenieria Lingiiistica at the Universidad Nacional Auténoma de México, proposed
the task HOMO-MEX: Hate speech detection in Online Messages directed tOwards the MEXican
spanish speaking LGBTQ+ population [6], with the aim of identifying texts that exhibit phobic
content towards the LGBTQ+ community.

The solution proposed by our team is described in the following sections. This work is
structured as follows. In Section 2 a brief description of the related works in hate speech
detection is given. In Section 3, the description of the datasets, the preprocessing, and feature
extraction methods accompanied by the classification models implemented is given. Then, in
Section 4 we describe the setup for the experiments and the results obtained after the submission
of our predictions. Finally, in Section 5 we discuss our results and some ideas about how to
improve them for future work.

2. State of the Art

Since the early detection of hate speech in social networks has been considered a major problem
to be solved in recent years, numerous contributions have been made both in terms of corpus
and approaches to solve this task automatically with algorithms and artificial intelligence (AI)
models. This section is structured as follows: (1) Some works with Al approaches for hate
speech detection will be reviewed. (2) Some works with Al approaches for hate speech detection
specific to the LGBT+ community will be reviewed. (3) The datasets available to deal with this
task will be mentioned.

2.1. Hate speech detection

In 2004, Greevy [7], carried out an approach for the detection of racism on the Internet. To
achieve this, he made use of SVM, and used as features: BoW, n-grams with 2- and 3-word
sequences and a reduced version of POS.

By 2015, Burnap and Williams [8], used BoW, n-grams with two-word sequences, and typed
dependencies as feature extraction. Later in 2016, Burnap and colleagues [9], would implement



an approach with two machine learning models: linear SVMs and decision trees. For them, they
considered sequences of up to 5 n-grams, lemmas, and offensive language terms and phrases.
In 2017, Davidson et al. [10], first proposed to use the logistic regression classification model with
a self-created dataset. However, they later tried a variety of other models such as: Naive Bayes,
decision trees, random forests, and linear SVMs. Later that year, Vignia et al. [11] proposed the
use of two different classifiers. The first one based on SVM and the second one was a long-short
term memory (LSTM) network where they seek to capture long-range dependencies in tweets
that may play an important role.

More recently, in 2020, Ozler et al. [12], suggest the use of a fine-tuning of the BERT model [13]
for multi-domain, multi-class non-civil language prediction. In the same year, similarly, Mozafari
et al. [14] and Khan et al. [15] present BERT-based architectures to deal with the task of hate
speech detection.

2.2. Hate speech towards LGBTQ+ community detection

Speaking specifically about the detection of hate speech against the LGBT+ community, there are
not many works on the subject currently. However, recently in 2021 Dias et al. [16], fights hate
speech through the implementation of an artificial intelligence model to moderate the content
and risks of LGBT+ voices online. To achieve this, they used Perspective, an Al technology
developed by Jigsaw (formerly Google Ideas). With this tool, they measure the perceived levels
of toxicity of text-based content.

By 2022, Hartvigsen et al. [17] propose a comprehensive computer-generated dataset for de-
tecting implicit hate speech and adversarial hate speech called ToxicGen. In this dataset they
focused on minorities including the LGBTQ+ community, to test the effectiveness of this dataset
they made use of HateBERT [18] and ToxDectRoBERTa [19].

2.3. Available datasets

A summary of some of the datasets that are available to date for dealing with hate speech can
be found in Table 1.

3. Methodology

In this section, we briefly describe the datasets provided for the competition, and we provide
a more detailed description of the methods used to preprocess the text, how we extracted the
features from the plain text to vectorize it and the models used to perform the classification.
3.1. Dataset description

For both tracks, just the training dataset with tags were given to the competitors (test dataset
only contains the documents but no tag is contained).

3.1.1. Track 1: Hate speech detection track (Multi-class)

For this track, the training dataset contained documents tagged as:



Table 1
Available hate speech datasets.

Name Data source Labels Language Reference
Waseem Twitter Racism, Sexism English [20]
Davidson Twitter Hate speech, Offensive English [10]
Founta Twitter Hate speech, Offensive English [21]
HatEval Twitter Hateful English [22]
Toxic, Severe Toxic,
Kaggle Wikipedia Obsceene, Theat, English Kaggle
Insult, Identity Hate
AMI Twitter Misogynous English [23]
Anti-semitic, Anti-black,
Yahoo! Anti-asian, Anti-woman, .
Warner American Jewish Congress  Anti-muslim, Anti-immigrant, English [24]
Other-hate
Black, Asian, Native Am,
Latino, Jewish, Muslim,
TOXIGEN LLMs prompting Chinese, Mexican, Middle English [17]
Eastern, LGBTQ+, Women,
Mental Dis, Physical Dis
LGBT+phobic (P),
not LGBT+phobic (NP),
HOMO-MEX  Twitter not LGBT+related (NA), Spanish [6]

Lesbophobia (L), Gayphobia (G),
Biphobia (B), Transphobia (T),
other LGBT+phobia (O).

« LGBT+ phobic (P)
« not LGBT+ phobic (NP)
« not LGBT+ related (NA)

This dataset contained a total of 7, 000 tweets written in Mexican Spanish.

3.1.2. Track 2: Fine-grained hate speech detection track (Multi-labeled)

The training dataset provided for this track has a total of 862 tweets written in Mexican Spanish.
The documents contained in the dataset were multi-labeled, with at least one of the following

options:

« Lesbophobia (L)

« Gayphobia (G)

« Biphobia (B)

« Transphobia (T)

« other LGBT+ phobia (O)


https://www.kaggle.com/c/jigsaw-toxic-comment-classification-challenge

3.2. Preprocessing

For both track 1 and track 2, the preprocessing methods applied were the same. Those methods
are described below.

« HTML entities: the HTML entities like were removed.

« Line breaks: all the line breaks were removed to obtain a single plain text.

« Twitter entities: Twitter entities like #Hashtag, @User, or URLs were replaced by a special
tag for each of them like _HASHTAG_, _USER_, _URL_.

« Lowercase: all the uppercase letters turned to lowercase.

« Apostrophes: all of them were removed.

« Punctuation: the characters used to punctuate the text (e.g., . : , ;) were removed.

+ Repeated characters: when a word contains a character that repeats more than twice, the
characters were trimmed into two repetitions (e.g., buenaaaaaas — buenaas)

 Alphanumeric words: the words composed by alphabetic and numerical characters like
in leet speaking (e.g., P3nd3j0) were removed.

3.3. Feature extraction
3.3.1. Bag of words

This model is a simplified representation of a text, where the bag represents the set of all words
contained in a document collection. A single document is represented as a vector, where each
dimension represents a word from the vocabulary obtained from the document collection and
how many times the word appeared in a single document (TF).

3.3.2. TF-IDF

The TF-IDF method makes use of the term frequency (TF), and the inverse document frequency
(IDF). For the TF calculation, a bag of words is generated with the vocabulary of the set of all
documents that are to be analyzed, then the total number of occurrences of the word is obtained.
IDF is calculated as the logarithm of the quotient of the number of documents in which the
analyzed word appears and the number of documents in which it appears in the analyzed set.
Finally, the product between TF and IDF is performed for each of the words in the analyzed
text, generating a vector of characteristics.

3.4. Models
3.4.1. Track 1: Hate speech detection

Linear Support Vector Machine (LSVM). SVM is a classification algorithm that receives
input data, then those inputs are mapped to an n-dimentional space. Once the inputs are
mapped, the machine uses the support vectors in the boundaries of a class “cluster” to generate
a hyperplane able to accurately separate the data into the training classes. The distance between
the support vectors and the hyperplane is known as margin. The goal of the SVM is to maximize
the margin. If the space is not adequate to optimize the hyperplane, a function (kernel) is



used to perform a spatial transformation to the data, so the machine is able to operate in high
dimensional spaces. Linear Support Vector Machines function like a SVM, the only difference is
that the SVM is going to use the functions contained in the linear kernel set to find the optmimal
solution for the classification problem.

Bagging Classifier. To give solution to the classification problem of track 2, we used a
model ensemble of Linear Support Vector Machines (LSVMs). To implement the ensemble, we
selected the BaggingClassifier from the Scikit-learn library [25]. The classifier fits
base classifiers on subsets obtained randomly from the original training set, to make predictions,
the classifier obtains the classification prediction of each of the base classifiers and make the
final prediction by averaging them or by voting them.

3.4.2. Track 2: Fine-grained hate speech detection

Decision Trees (DT). This model uses the symbolist paradigm. To learn the knowledge
contained in the training dataset, the decision tree infer simple decision rules. The DT are easy
to undestand and interpret and is able to handle multi-output problems [25]. This is one of the
reasons to select this classifier.

Multi Output Classifier (MO). To overcome the multi-label nature of this track, we decided
to implement a MultiOutputClassifier from scikit-1learn library [25]. This classifier
fits one base binary classifier for each of the labels.

4. Experiments and results

In this section, we explain the setup for the experiments performed for the official final results
obtained for track 1 and 2 respectively.

4.1. Track 1: Hate speech detection track

The setup of the experiments for the first track is described below. To vectorize the data,
TfIdfVectorizer with the following parameters:

e ngram_range= (1, 2)
e min_df= 3

The classifier used was the BaggingClassifier with LSVM estimators ant the following
parameters:
» estimator= LinearSVC
— penalty= ’12°
-C=1.0
— random_state= 42

e n_estimators= 15



Table 2
Track 1 submissions. Final prediction scores.

Rank Team Score
1 bayesiano98 0.8847
2 carfer 0.8432
3 JoseAGD 0.8421
4 homomex23 0.8390
5 Cordyceps 0.8354
6 moranoroman  0.8325
7 UTB_NLP 0.8202
8 mgraffg 0.8050
9 Mesay 0.7967
10 cesar_m 0.7635

« random_state= 42

The above listing shows the parameters used for the BaggingClassifier on first level of the
listing, and the parameters used for the base estimator Linearsvc on the second level of the
listing.

After the submission was made, we obtained a F1-score of 0.7635 and the comparison between
our results and the members of the competition are displayed in Table 2.

4.2. Track 2: Fine-grained hate speech detection track

The setup of the experiments for the first track is described below. To vectorize the data,
TfIdfVectorizer with the following parameters:

« ngram_range= (1, 2)
e min_df= 3

The classifier used was the MultiOutputClassifier with DecisionTreeClassifier
estimators ant the following parameters:

e estimator= DecisionTreeClassifier

- criterion= ’gini’

splitter= ’best’
— max_depth= 15

— random_state= 42

The above listing shows the parameters used for the MultiOssutputClassifier on first
level of the listing, and the parameters used for the base estimator DecisionTreeClassifier
on the second level of the listing.

After the submission was made, we obtained a macro-average F1 of 0.6550 and the comparison
between our results and the members of the competition are displayed in Table 3.



Table 3
Track 2 submissions. Final prediction scores

Rank Team Score
1 moranoroman 0.6960
2 carfer 0.6847
3 ErikaRivadeneira 0.6834
4 bayesiano98 0.6812
5 Cordyceps 0.6793
6 Mesay 0.6733
7 homomex23 0.6703
8 JoseAGD 0.6687
9 cesar_m 0.6550

5. Discussion

On one hand, for task 1, multiple models were evaluated using different data vectorization tech-
niques. The best performing model was the BaggingClassifier with LSVM estimators. For
data vectorization, TF-IDF with 2-word n-gram sequences was used. Additionally, a minimum
word frequency of 3 was set. The results showed that this model achieved a good performance
in detecting hate speech messages towards the LGBTQ+ community in Mexican Spanish. On the
other hand, for the fine-grained hate speech detection task, different approaches were applied
using the MultioOutputClassifier with DecisionTreeClassifier estimators. For data
vectorization, TF-IDF with 2-word n-gram sequences was again used, and the minimum word
frequency of 3 was maintained. This model proved to be effective in detecting different levels of
hate speech, allowing for a more detailed and accurate classification of offensive messages.

The results obtained in both tasks highlight the importance of using machine learning-based
approaches for detecting online hate speech directed towards the LGBTQ+ community in
Mexican Spanish. The use of vectorization techniques such as TF-IDF with 2-word n-gram
sequences helped capture relevant linguistic features of the messages, enhancing the models’
ability to identify hate speech patterns.

Importantly, setting a minimum frequency of occurrence of 3 words helped to filter out
infrequent terms and noise in the data, which helped to improve the quality of the predictions.

These results suggest that the combination of appropriate classification models and effective
vectorization techniques can be crucial to achieve accurate and effective detection of online
hate speech towards the LGBTQ+ community in Mexican Spanish.
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