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Abstract  
We present in this paper our participation in the share task Multilingual Hope Speech detection 
(HOPE) at IberLEF-2023. It consists of two binary subtasks with notable differences in terms 
of language and balance of labels. For the first task we have used BERTuit, a transformer 
model proposed for Spanish language; and for the second one we employed DistilBERT, a 
light transformer model trained by distilling BERT base. After several submissions for these 
tasks, we achieved an average macro F1 value of 0.744 in the first task, at the second position 
of the leaderboard; in the second task we finally ranked at first position, with an average macro 
F1 value of 0.501. 
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1. Introduction 

Hope Speech (HS) is the type of speech that can relax a hostile environment [1] and that helps, gives 
suggestions, and inspires for good to several people when they are in times of illness, stress, loneliness 
or depression [2]. 

By detecting it automatically, positive comments can be more widely disseminated, and can have a 
very significant effect when it comes to combating sexual or racial discrimination or when we seek to 
foster less bellicose environments [1]. 

Offensive messages on social media are posted towards people because of their race, color, ethnicity, 
gender, sexual orientation, nationality, or religion. As [2] stated, the importance of the social media 
lives of vulnerable groups, such as people belonging to the Lesbian, Gay, Bisexual, and Transgender 
(LGBT) community, racial minorities or people with disabilities, has been studied and it has been found 
that the social media activities of a vulnerable individual play an essential role in shaping the 
individual’s personality and how he or she views society [3, 4, 5]. 

The shared task “HOPE. Multilingual Hope Speech detection” is part of IberLEF-2023, an 
evaluation campaign for Natural Language Processing (NLP) systems where several challenges are run 
with large international participation from research groups in academia and industry [6]. This task is 
related to the inclusion of vulnerable groups and focuses on the study of the detection of hope speech, 
in pursuit of equality, diversity and inclusion. It consists of, given a text, written in Spanish or English, 
identifying whether it contains hope speech or not [7][8]. 

After our participation in this task, we present a summary of the work and the results obtained. The 
next section shows a description of the subtasks and datasets provided by the organizers. The 
experimental methodology and evaluation results are laid out in Sections 3 and 4. And some conclusions 
are presented in the last section. 
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2. Description of the Subtasks and Datasets 

Next, we will briefly describe the subtasks and datasets provided for the task “HOPE. Multilingual 
Hope Speech detection”, part of IberLEF-2023. 

2.1. Subtask 1: Hope Speech detection in Spanish 

This subtask consists of, given a Spanish tweet, identifying whether it contains hope speech or not. 
The possible categories for each text are: 

•     HS: Hope Speech. 
•     NHS: Non-Hope Speech. 
 

The data provided for this subtask consists of a set of LGBT-related tweets annotated as HS (Hope 
Speech) or NHS (Non-Hope Speech) [9].  

A tweet is considered as HS if the text: i) explicitly supports the social integration of minorities; ii) 
is a positive inspiration for the LGTBI community; iii) explicitly encourages LGTBI people who might 
find themselves in a situation; or iv) unconditionally promotes tolerance. On the contrary, a tweet is 
marked as NHS if the text: i) expresses negative sentiment towards the LGTBI community; ii) explicitly 
seeks violence; or iii) uses gender-based insults.  

The number of samples and distribution for each category in the training dataset provided by the 
organization is shown in Table 1. As it can be seen, the categories were almost equally distributed. 

 
Table 1 
Number of samples and distribution for each category in the training dataset (subtask 1) 

Category # samples % of the total 
NHS (Non-Hope Speech) 821 50.9 % 

HS (Hope Speech) 791 49.1 % 
 

2.2. Subtask 2: Hope Speech detection in English 

This subtask consists of, given an English Youtube comment, identifying whether it contains hope 
speech or not. The possible categories for each text are: 

•     HS: Hope Speech. 
•     NHS: Non-Hope Speech. 

 
The English corpus provided for this subtask is an extension of the English part of the HopeEDI 

dataset [10]. It consists of comments posted on YouTube videos on a wide range of socially relevant 
topics such as Equality, Diversity, and Inclusion, including LGBTIQ issues, COVID-19, women in 
STEM, Black Lives Matter, etc. 

The number of samples and distribution for each category in the training dataset provided by the 
organization is shown in Table 2. As it can be seen, there exist a clear unbalance in the dataset. 

 
Table 2 
Number of samples and distribution for each category in the training dataset (subtask 2) 

Category # samples % of the total 
NHS (Non-Hope Speech) 23221 91.2 % 

HS (Hope Speech) 2229 8.8 % 
 
 



2.3. Evaluation measures 

To evaluate the results at both subtasks, precision, recall, and F1-score were measured per category 
and averaged using the macro-average method. Models were ranked using the macro-F1 score. 

3. Methodology 

A Transformer is a deep learning model that adopts the self-attention mechanism, differentially 
weighting the importance of each part of the input data. It is frequently used in the fields of NLP and 
Computer Vision [11].  

Simple Transformers is an NLP library designed to simplify the usage of transformer models without 
having to compromise on utility. It is built on the work of Hugging Face and their Transformers library 
[12, 13]. 

At the highest level, Simple Transformers is branched into common NLP tasks such as text 
classification, question answering, and language modeling. Each of these tasks have their own task-
specific Simple Transformers model. It has built-in support for: 

• Text Classification 
• Token Classification 
• Question Answering 
• Language Modeling 
• Language Generation 
• Multi-Modal Classification 
• Conversational AI 
• Text Representation Generation 
 
While all the task-specific models maintain a consistent usage pattern (initialize, train, evaluate, 

predict), this separation allows the freedom to adapt the models to their specific use case. Figure 1 
shows the initial code for an example of a classification model. 

 

 
Figure 1: Example of use of Simple Transformers for a classification model 

 
Some of its benefits are the following: 

• Input data formats are optimized for the task. 
• Outputs are clean and ready-to-use for the task with minimal to no post-processing required. 
• Unique configuration options for each task, while sharing a large, common base of 

configuration options across all tasks. 

3.1. Subtask 1 

For the “Hope Speech detection in Spanish” we have employed BERTuit, a transformer proposed 
for Spanish language, and pre-trained using RoBERTa optimization [14]. The transformer had been 
trained from scratch with text created by native speakers from Twitter, by using more than 230 million 
Tweets from the Archive Twitter Stream Grab [15], from 2021 to 2018. 

https://github.com/huggingface/transformers


The training dataset provided by the organizers consisted of 1612 records, of which 821 (51%) were 
of the NHS (Non-Hope Speech) category. 

A basic pre-processing was applied to the text, consisting of: 
• change text to lowercase 
• remove http/https links 
• remove the hash sign (#) 
• strip whitespace (including newlines) 

 
Apart from that, all the digits were eliminated from the text in some versions of the BERTuit model. 
We have mainly used the default hyperparameters, some of which are shown in the Table 3. 
 

Table 3 
Some of the configuration options (hyperparameter default values) 

Hyperparameter Value 
optimizer AdamW 

adam_epsilon 1e-8 
learning_rate 4e-5 

train_batch_size 8 
 

3.2. Subtask 2 

For the “Hope Speech detection in English” we have employed DistilBERT. It is a small, fast, cheap, 
and light Transformer model trained by distilling BERT base. It has 40% less parameters than bert-
base-uncased, runs 60% faster while preserving over 95% of BERT’s performances as measured on the 
GLUE language understanding benchmark [16, 17]. 

The training dataset provided by the organizers consisted of 25450 records. After deleting those 
records with the same value in both 'text' and 'category', 24285 records remained, of which 22145 (91%) 
were of the NHS (Non-Hope Speech) category. It is clearly an unbalanced training dataset. 

A basic pre-processing was applied to the text, consisting of: 
• change text to lowercase 
• remove http/https links 
• remove the hash sign (#) 
• remove the @ sign 
• remove the emojis 
• strip whitespace (including newlines) 

 
Apart from that, some extra preprocessing was applied in some versions of the DistilBERT model. 

The additional preprocessing consisted in removing Unicode characters, and also removing single 
letters and numbers surrounded by space. 

We have mainly used the default hyperparameters, some of which are shown in the Table 4. 
 

Table 4 
Some of the configuration options (hyperparameter default values) 

Hyperparameter Value 
optimizer AdamW 

adam_epsilon 1e-8 
learning_rate 4e-5 

train_batch_size 8 
 



4. Results 
4.1. Subtask 1 

Several versions of the BERTuit model were trained and tested using the test dataset provided by 
the organizers. The configuration options of the best ones are shown in Table 5. 

 
Table 5 
Some of the best submissions and their configuration options 

Model train_batch_size # epochs Digits removed 
Subm-1 8 5 Not 
Subm-2 16 5 Yes 

Late submission 8 10 Yes 
 
The corresponding evaluation metrics for these models are shown in Table 6. As it can be seen, the 

late submission improved the F1 measure for both categories, so it can be deduced that the digits 
removal worked well in this case. 

 
Table 6 
Evaluation metrics for Subtask 1 

 Avg. Macro 
F1  

Precision 
HS  

Recall  
HS  

F1  
HS  

Precision 
NHS  

Recall 
NHS  

F1  
NHS  

Subm-1 0.7437 0.9091 0.4667 0.6167 0.7855 0.9767 0.8707 
Subm-2 0.7266 0.8919 0.4400 0.5893 0.7766 0.9733 0.8639 

Late sub. 0.7715 0.8977 0.5267 0.6639 0.8039 0.9700 0.8792 
 

4.2. Subtask 2 

Several versions of the DistilBERT model were trained and tested using the test dataset provided by 
the organizers. The configuration options of the best ones are shown in Table 7.  

 
Table 7 
Some of the best submissions and their configuration options 

Model # epochs Extra preprocessing 
Subm-1 1 Not 
Subm-2 2 Not 

Late submission 1 Yes 
 
The corresponding evaluation metrics for these models are shown in Table 8. As it can be seen, the 

late submission improved the macro F1, due to the increase in both the precision and recall of the HS 
category; so it can be deduced that the extra preprocessing worked well in this case. 

 
Table 8 
Evaluation metrics for Subtask 2 

 Avg. Macro 
F1  

Precision 
HS  

Recall  
HS  

F1  
HS  

Precision 
NHS  

Recall 
NHS  

F1  
NHS  

Subm-1 0.5012 0.0163 0.1905 0.0301 0.9963 0.9496 0.9724 
Subm-2 0.4951 0.0163 0.2857 0.0309 0.9966 0.9245 0.9592 

Late sub. 0.5040 0.0212 0.2857 0.0395 0.9967 0.9421 0.9686 
 



5. Conclusions and Further Work 

In this paper we present the methods and results for the shared task Multilingual Hope Speech 
detection (HOPE) at IberLEF-2023. We employed BERTuit and DistilBERT transformer models for 
the two binary subtasks, respectively. We have used the Simple Transformers library for the python 
language. 

After some preprocessing and light tuning of hyperparameters, we achieved acceptable results in 
both subtasks after several submissions for testing. We ranked at the second position of the leaderboard 
in the Spanish language subtask, and at first position for the English language. 

As future work that could improve the classification results, oversampling/undersampling 
techniques could be applied for Subtask 2, which presents a clear unbalance in the distribution of 
categories. Also, it might be worth further tuning of the hyperparameters. 
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