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Abstract
Detecting Hope Speech refers to identifying content in natural language that provokes optimism in
people’s minds, encouraging them to improve their life. This type of speech has a relevant target in
our society, offering supporting messages for people suffering from depression, stress and loneliness.
Despite its relevance, a significant number of published studies address to recognise the flip side of the
coin, hate speech. This work describes our contribution to the HOPE challenge, i.e., detecting hope
speech content in Spanish and English texts. Two different transform models are proposed to tackle the
subtasks suggested in the challenge. Our proposal reaches notable results.
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1. Introduction

According to health experts hope is essential for human health [1]. It is an intrinsic part of human
life and vital for enhancing the quality of life. Hope is conceived as a motivational resource
capable of increasing happiness and decreasing bad feelings such as stress and helplessness [2, 3].
Its detection in natural language has a direct impact on product reviews, election campaigns, or
decision-making in various contexts [4]. It can be employed to diffuse hostility in social media
[5], reduce enmity in politics during a conflict [6], and inspire people suffering from depression,
loneliness and stress [7]. Besides, its application on social media platforms has supposed a
direct pathway for linguistics computer scientists and psychologists to dive deep into multiple
ways of human interactions [8].

Due to its relevancy, there is a need for automatically detecting hope-speech in natural
language. In this sense, Artificial Intelligence influences this classification problem through
language technologies. Deep and Machine Learning stand for the most widely used technologies
to build statistical models capable of interpreting the sequence of words and accurately solving
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specific problems in Natural Language Processing, such as machine translation [9], speech
recognition [10], and text summarization [11], among others.

In this paper, we describe the approach submitted to the IberLEF 2023 task HOPE - Multilin-
gual Hope Speech detection [12, 13]. We propose a system based on Deep Learning architectures.
Thus, we have experimented with cutting-edge architectures like Encoders-Decoders and their
families of masked-language models. Concretely, the proposed approach for the challenge is
fundamentally based on Transformers, Bidirectional Encoder Representations from Transform-
ers (BERT) for English tasks and its version trained on Spanish corpus, BETO. Both choices
were selected as the primary tool to address the challenge due to, after the literature review, we
observed that these kinds of models were the ones which reached the highest results.

The rest of the paper is organised as follows. Section 2 presents an overview of the related
work. Section 3 details the distribution of the datasets delivered for each task and describes the
Deep Learning architecture proposed for each one. Section 4 presents the results achieved in
the challenge. Finally, Section 5 depicts the main conclusions of work.

2. Related Work

Studying the speech has largely attracted the researchers’ attention since it reveals a range of
various information related to, for instance, the emotional state [14]. According to the literature,
the speech has been widely analysed in numerous ways for identifying the negative effects,
determining abusive language that incites violence, or the positive one, identifying encouraging
comments that provokes reassurance. In this work, we focused on hope speech, due to the
relative attention acquired.

In [15], Chakravarthi created a multilingual dataset compiled from comments on Youtube in
different languages and experimented with two kinds of statistical models to identify positivity.
One of this type is a variety of Machine Learning models, and the other consisted of a deep
neural network architecture. As a result, the author concluded that the proposed CNN model
outperforms others. Following a similar method, Saumya and Mishra in [16] describe the
system submitted to a similar challenge [17]. They employed the same social media source,
Youtube, and various Machine Learning, Deep Learning and hybrid models to identify Hope
Speech in English, Tamil, and Malayalam languages. The results revealed that in the majority
of the conducted experiments, Deep Learning models slightly outperform the conventional
Machine Learning models. However, the best results were achieved by hybrid learning models
defined by Long short-term memory (LSTM) architecture and its bidirectional version BiLSTM.
Another interesting submission was Ghanghor et al., [18], where they proposed a solution
based on customized versions of several transformed-based pre-trained models. Frozing the
models, modifying the loss functions, and redefining the last layers were some of the changes
conducted by the authors. Experiments with the test datasets revealed that pre-trained models
without customization reached better performance than other approaches, above all in the
English language. Out of this challenge, Balouchzahi et al., in [19], reported an English hope
speech dataset compiled from Twitter. The dataset was benchmarked using three different
baselines based on traditional Machine Learning, Deep Learning and Transformers. In spite of
the past two belonging to the same family, Deep Learning, the authors differ on both baselines



considering the employed architecture, CNN and BiLSTM architecture as a Deep Learning
and Encoder-Decoder structure as a Transformers. Besides, the presented approach detail
the strict annotation process followed to classify the dataset, and the experiments carried out
benchmarking it. The results showed that transformer models reached better performance
compared to other approaches. In conclusion, after the analysis conducted, due to the notable
results obtained by transformers across the literature review study, we decided to take this
strategy to overcome the tasks delivered in the challenge.

3. Material and Methods

This section details the dataset delivered in the challenge and the methods employed to face the
tasks submitted.

3.1. Data

The dataset provided by the organizers is formed by two corpora, Spanish and English compiled
from different social media platforms. The former was compiled from Twitter and consisted of
LGBT-related tweets annotated by a set of determined rules to classify them, such as positive
talks about the LGTBI community in determined circumstances [20]. The latter was harvested
from Youtube and consisted of comments posted on Youtube about varous relevant social
topics like Diversity, Equally and Inclusion [5, 21]. Both corpora are labelled by using two tags
HS (Hope Speech) and NHS (Non-Hope Speech). Following the same design, the organizers
provided for each phase, training and testing phase, a different dataset. Table 1 shows the
distribution of both datasets considering the number of samples for each type label.

Table 1
Development and Evaluation datasets distribution.

Development Evaluation

Label Train Test Train Test

Spanish

HS (Hope Speech) 691
300

791 150

NHS (Non Hope Speech) 621 821 300

Total 1.312 300 1.612 450

English

HS (Hope Speech) 1.961
2.799

2.229 21

NHS (Non Hope Speech) 20.690 23.221 4.784

Total 22.651 2.799 25.450 4805

The rows provide the number of tweets collected on each dataset for each phase. Thus,
in the Development phase, the Spanish dataset comprises 1.312 tweets, from which 691 are
classified as a Hope Speech (HS) and 621 as Non-Hope Speech (NHS). Similarly, the English
corpus contains 22.651 comments, where 1.961 were labelled as HS and 20.690 as NHS. Note
in the Test only appears a number since the datasets were provided without labels. Regarding



the Evaluation phase, in the Spanish task, the train and test datasets compiled 1.612 and 450
tweets, respectively. Likewise, in the English, were 25.450 and 4.805. Analysing the datasets’
distribution, it is worth stressing the unbalanced amount of samples in the English dataset with
respect to the Spanish.

3.2. Method

The HOPE challenge of the IberLEF evaluation campaign consisted of two different tasks about
detecting hope in two languages, English and Spanish. We experimented with the relatively
new sphere of Deep Learning, which is being applied to practice in a high percentage of
natural language classification problems, the transformer architecture, and more precisely, one
of its influential transformer models trained as a language model, the Bidirectional Encoder
Representations from Transformers (BERT). In particular, BERT is a Transformer model that
has been pre-trained primarily for two tasks: language modelling, where the target is to predict
tokens given their context, and next sentence prediction, focused on text sequence classification
tasks [22]. Similarly, in the Spanish task, we employed the Spanish version of BERT, BETO, a
model based on BERT-Base architecture, a small-size model implemented, which was pre-trained
with a corpus of 3 billion words created from Spanish texts extracted from Wikipedia and OPUS
Project [23]. Both models were configured similarly using a batch_size, number of epochs and
a learning rate of 64, 5, and 3e-5, respectively. The two models were integrated into a pipeline
to address the tasks demanded in the challenge. This pipeline consisted of four steps, namely,
preprocessing, building the selected model, training and testing. Figure 1 depicts a graphic
representation of this pipeline.

Figure 1: Architecture of the proposed system.

The built pipeline architecture is flexible since each task is independent, enabling interchange
of the tools and models used in each one easily. It works as follows: first, the input data is



processed in the cleaning phase, and URLs, emojis, and stop words are removed. Second, a
model is built and fine-tuned depending on the task addressed. Finally, the assessment phase is
conducted, and the test data set is employed to assess its accuracy. As a result, three different
outcomes can be obtained: a file with the samples classified, a picture with the resulting
confusion matrix, and the evaluation metrics values.

4. Results and Discussion

The metrics selected to evaluate the performance of the participant systems are precision, recall
and F1-score. Table 2 compiles the results reached for each classification task thrown in the
challenge.

Table 2
Results on the official test set.

Evaluation

Models label Precision Recall F1-score

SpanishBETO

HS (Hope Speech) 0.89 0.32 0.47

NHS (Non Hope Speech) 0.74 0.98 0.84

Macro AVG 0.82 0.65 0.66

EnglishBERT

HS (Hope Speech) 0.02 0.19 0.03

NHS (Non Hope Speech) 1 0.95 0.97

Macro AVG 0.51 0.57 0.5

Two zones can be easily differentiated in the table, one for each experiment. At the top are
the results obtained from the Spanish dataset, the one collected from Twitter. Conversely, at the
bottom, the outcomes harvested by the remaining dataset, which was collected from Youtube.
As can be seen, the BETO model achieves quite good results, above all for precision, where 0.89
and 0.74 in classifying tweets in HS (Hope Speech) and NHS (Non-Hope Speech), respectively.
In the recall, in turn, the model behaves slightly differently, existing a notably different almost
60% between both outcomes.

After obtaining this fitful distribution, above all in the recall values, we believed this weird
behaviour is due to an unusual distribution of the tweets in the datasets. The unbalanced issue
was dismissed since, in Table 1, it can be seen there is not too much difference between the
two sets of samples, containing 791 and 821, on HS and NHS, respectively. Hence, to dive into
this hypothesis, we decided to build a word cloud for having a graphical representation of the
word distributions considering both training sets. Figures 2 depict the word clouds built, where
it can be seen that both sets contain similar highly used words. We believe this is one of the
primary constraints responsible for the poor results obtained in recall since they do not have
enough discriminating strength to assist the model in the classification task. Besides, we think
this hypothesis is affirmed through the matrix confusion of Figure 3, where there is a high
amount of misclassified tweets if we compare HS to NHS. If we look at the word clouds again,



(a) Wordcloud of HS tweets (b) Wordcloud of NHS tweets

Figure 2: Graphical representation of the word frequency of the Spanish dataset delivered.

Figure 3: Confusion matrix computed from the Spanish dataset.

it can be easily differentiable several words not contained in both datasets and with a negative
connotation like “𝑝𝑎𝑙𝑖𝑧𝑎”, “ℎ𝑜𝑚𝑜𝑓 𝑜𝑏𝑖𝑎”, among others. We think these words stand for these
discriminating words that make the difference, increasing the models’ preciseness and reducing
the amount of misclassified tweets.

Considering the results obtained in the English task, there is a high difference between
the HS and NHS, above 0.9 in precision and recall. In this case, we deduce three hypotheses
from these wicked results. Firstly, the unbalanced dataset theory, since the NHS represent 90%
of the dataset’s size. However, we think this issue does not assume a clear drawback since,
with reduced samples, the model in Spanish experiments is able to reach reasonable plausible
outcomes. Second, it is focused on examining the word number used in comments since Youtube



comments admit more words than tweets, 10.000 characters on Youtube, against 280 characters
on Twitter. Taking this hypothesis as a reply is weak since the BERT model requires less amount
of words to reach better performance. Thus, the last hypothesis is specifically related to the
content and is based on the premise analysed in the Spanish task. Then, we followed the same
investigation procedure, conducting a frequency analysis of the comments’ content and building
word clouds. Figure 4 does not show very discriminating features appearing in the dataset that
may help the model discern between the two sets, selecting the NHS category finally since it is
the most weighted class. It is noteworthy that in the matrix confusion in Figure 5, almost the
whole dataset has been classified as an NHS label, and only 3% of comments escaped from this
category.

(a) Wordcloud of HS tweets (b) Wordcloud of NHS tweets

Figure 4: Graphical representation of the word frequency of the English dataset delivered.

Figure 5: Confusion matrix computed from the English dataset.



Regarding the results obtained in the challenge, if we look at the leaderboard for the English
recognizing task, our method got the second position with a 0.5026 score, having a difference of
0.0014 from the winner and an advantage of 0.0076 from the third competitor. Concretely, it is
worth stressing we got the best precision in the Non-Hope Speech task and a raised outcome in
the recall metric. On the other hand, the proposed strategies accomplished notable results on
the NH classification tasks, reaching positions over the mid-table.

5. Conclusions

This article describes the proposed system for the Hope Challenge located in IberLEF 2023
shared evaluation campaign. The challenge consisted of two tasks, where Hope Speech detection
had to be addressed in two different languages, Spanish and English. To face both tasks required
configuring and developing two Deep Learning models. For the English language task, we
employed the BERT pre-trained model. Similarly, for the Spanish, we used the Spanish version of
BERT, namely, BETO. The models’ performance in both tasks was notable, achieving competent
results that enable our proposal to reach high positions in the leaderboard.

In future work, we think we lacked to conduct a deeper analysis of the provided dataset
since we believe that some of the low results obtained are due to some aspect that was not
analysed in sufficient detail. Besides, we would like to try other language models to analyse
their performance and compare them with the ones submitted to the challenge.
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