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Abstract

Millions of individuals use social media platforms like Facebook, Twitter, Instagram, and YouTube to
share or get opinions. These social media platforms also spread, negative and positive thoughts. Hope
speech is one of the positive thoughts which can make relax an environment when people get anxious.
This paper presents hope speech detection among posts in English and Spanish. Since it’s a shared task
of IberLEF 2023, train-test data sets for both English and Spanish labeled as hope speech and not hope
speech. We used Python to develop a model and chose a support vector machine (SVM) to achieve the
assigned task. We developed the hope speech-detecting model by using a train-development data set and
evaluated it on test data sets. The performance of the model was measured by an average macro F1 score
metric. The model showed an average macro F1 for English of 0.489 and 0.481 for Spanish.
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1. Introduction

Technology has a big impact on every aspect of our lives. It has been changing the way
we communicate, purchase, and make decisions in different application areas. Millions of
individuals use social media sites like Facebook, Twitter, Instagram, and YouTube to share
material and voice their opinions. These platforms also spread negative and positive opinions.
Some linguistic computational tasks aimed at finding posts on online social media and trying to
stop the spread of negativity are hate speech detection, offensive language identification, and
abusive language detection [1],[2]. On the other hand, people may look for good suggestions,
encouragements, gratitude, appreciation, and acknowledgments; these are positive dimensions
of social media posts and can be categorized as hope speech. Hope speech is a type of speech
able to relax a hostile environment when people get anxious Palakodety et al. [3]. Classifying a
given comment as Hope Speech or Non-Hope Speech is known as hope speech detection. This
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year, we participate in IberLEF 2023 HOPE shared task [4]. As the context of this collaborative
endeavor, hope speech supports people suffering from disease, stress, loneliness, or sadness;
moreover hope messages offer advice and inspire readers to do good things. To counteract
sexual or racial prejudice or to promote less combative workplaces, it can be quite effective to
automatically detect hope speech so that favorable remarks can be more widely spread.

2. Related works

Recent research on the improvement of free speech through social media was undertaken by [5].
The researchers presented a revolutionary custom deep network architecture that employed
a concatenation of embedding from T5-Sentence, rather than removing seemingly offensive
phrases, in order to detect and encourage positivity in the comments. Several machine learning
methods such as SVM, logistic regression, K-nearest neighbor, decision tree, logistic neighbors,
and a newly suggested CNN-based model have all been tested With a macro F1-score that was
higher than the others, the suggested model performed better in the English language.

Tonja et al. [6] discussed social media mining for health, particularly in the area of classi-
fication of self-reporting exact age in tweets and Reddit posts. In this regard, they applied
transformer-based models such as BERT and RoBERTa, and their application in classification
tasks. The study also presented the evaluation metrics for the classification of Self-reporting
exact ages on Tweets and Reddit posts. It also highlighted the performance of the models which
is capable to be compared with previous works in the field.

Puranik et al. [7] has used a variety of transformer-based models to categorize social media
remarks in English, Malayalam, and Tamil as hope speech or not hope speech. The study’s
whole dataset includes 59,354 YouTube comments, of which 28,451 are in English, 20,198 are
in Tamil, and 10,705 are in Malayalam. These comments are categorized as Hope speech, not
Hope speech, and other languages. As the best model, character-output Bert’s for the validation
dataset is used.

Balouchzabhi et al. [8] participated in the “Hope Speech Detection for Equality, Diversity, and
Inclusion-EACL 2021” shared task. The team proposed three models for classifying English and
code-mixed texts in Tamil-English and Malayalam-English into three categories - "Hope speech”,
"Non-hope speech”, and "other languages". The three models, CoHope-ML, CoHope-NN, and
CoHope-TL, are based on the Ensemble of classifiers, Keras Neural Network, and BiLSTM with
Conv1d model, respectively. The CoHope-ML model obtained the best results among the three
models, achieving the 1st, 2nd, and 3rd ranks with weighted F1-scores of 0.85, 0.92, and 0.59 for
Malayalam-English, English, and Tamil-English texts, respectively.

Tonja et al. [1] presented in the text focuses on violent and related problematic behaviors in
social media to detect and classify aggressive and violent incidents in Spanish social media using
language-specific pre-trained language models. Their model achieved an F1 score of 0.7455 for
violent event identification and an F1 score of 0.4903 for violent event category recognition on
the DA-VINCIS dataset.

Mahajan et al. [9] carried out the study to forecast the presence of hope speech as well as the
existence of samples from different languages in the data set. The method used RoBERTa to
identify hope speech for English and XLM-RoBERTa for Tamil and Malayalam. It was noted as



hope-speech, non-hope speech, and not-language. Their strategy had the highest F1 score in
English. It was also part of shared task-2 of 2022 in codalab.

Arif et al. [10] specifically presented the use of different algorithms for the multiclass and
cross-lingual fake news detection task and achieved a macro F1-score of 28.60% for a mono-
lingual task in English using RoOBERTa pre-trained model and 17.21% for a cross-lingual task for
English and German using Bi-LSTM deep learning algorithm.

Balouchzahi et al. [11] provided a hope speech dataset that classifies English tweets into
two broad categories, "Hope" and "Not Hope," and then three more specific hope categories,
"Generalized Hope," "Realistic Hope," and "Unrealistic Hope." Finally, they provided a detailed
description of their annotation process and guidelines. In addition, in order to benchmark
the collected dataset, they reported several baselines that were based on various learning
approaches. These learning approaches included traditional machine learning, deep learning,
and transformers. They evaluated the baselines by using weighted-averaged and macro-averaged
F1 scores.

Gupta et al. [12], looked for and promoted helpful and uplifting YouTube posts. They used
a variety of machine learning models to categorize social media remarks in English as hope
speech or non-hope speech. It represents the Cooperative Task on Hope Speech Detection for
Equality, Diversity, and Inclusion during LT-EDI-ACL 2022.

3. Methodology

The specific requirements of shared tasks and the constraints imposed by the classification
task served as the basis for the development of our methodology. When selecting models for
machine learning, it is usual practice to base the decision on how well those models perform in
binary classification tasks. The choice of a particular model can be influenced by a number of
different considerations, including the size and complexity of the dataset, the level of accuracy
that is desired, and the availability of computational resources that are readily available. figure
1 depicts, we discussed the methodology which is applied to this shared task as followed.
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Figure 1: Workflow of task

Step-1 Data Understanding and Preparation: To begin, it is necessary to gain an un-
derstanding of the issue that we are attempting to resolve and to understand the data. Make
certain that the data is representative, well-balanced, and pre-processed, using methods such as
normalization and the imputation of missing values as appropriate.

Step-2 Feature Selection: Choose the features that are going to be most helpful in building
the SVM model. This method is used to determine which aspects provide the most useful



information. In accordance with the parameters of our task, we utilized approaches known as
term frequency and inverse document frequency (TF-IDF), which assign a greater significance
to words that appear more frequently in a given document. The TF is a measurement that
determines how often a particular term or phrase appears in a given document. It is determined
by taking the total number of words in a document and dividing that number by the number of
times a particular word appears in that document.

Step-3 Model Selection: We have decided that the support vector machine model is the
best fit for the issue at hand; thus, that is the model we have chosen SVM because it works well
in high-dimensional spaces, which makes them perfect for addressing difficult classification
issues in which there are a lot of features.

Step-4 Training and Cross-Validation: These are crucial steps in the construction of
machine learning models that help to ensure the model can generalize effectively to new data
and contribute to the overall accuracy of the model.

In machine learning, "training" refers to the process of teaching a model how to generate
predictions by using a labeled dataset. During training, the model is taught to recognize patterns
and correlations in the data that are important for producing correct predictions. This learning
takes place during the training process. The purpose of training is to develop a model that is
able to generalize well to data that it has not before encountered.

The effectiveness of a machine learning model can be evaluated with the help of a technique
known as cross-validation. In this step, the dataset is divided into a training set and a validation
set. The model is then trained using the training set, and its accuracy is assessed using the
validation set. This process is done a number of times, with various subsets of the data being
utilized for training and validation each time, and the performance indicators are then averaged
across all of the iterations.

In general, training and cross-validation are two essential processes in the process of devel-
oping a machine-learning model. These steps help to guarantee that the model is reliable and
can generalize well to new data.

Step-5 Model Evaluation: Evaluate the model’s performance on the testing set using
appropriate evaluation metrics such as precision, recall, and F1 score. We evaluated our model
with a test dataset and submitted the result. Finally, evaluation is done by a shared task organizer.

Step-6 Interpretation and Visualization: Create a visual representation of the findings in
order to acquire a deeper comprehension of the model’s behavior and overall performance.

4. System Task Description

4.1. Data sets Description

Training, development, and test data sets were given to the participants for two languages
which are English [2] and Spanish [13]. The given data sets were annotated at the comment
level or post level as shown in table 1 and table 2. The IberLEF-2023 shared tasks’ quality is that
it has used the expanded and most improved data sets than the previous shared tasks for both
Spanish and English languages [14].



Table 1
Data labeling description

Language Text Class Category
English Sasha Dumse God accepts every one. HS
English American Lives Matter. NHS
Spanish  Es un gran dAa para recordar que "LGTBI+" no es solo amar, tambiA®n es SER.  HS
Spanish Cierto pero unos condenan la violencia LGTB mAjs que otros y eso son facts NHS

Table 2
Class distribution on training and development data sets
Language Classes Classes’ count
English Hope Speech(HS) 2229
English ~ Non Hope Speech(NHS) 23221
Total 25450
Spanish Hope Speech(HS) 791
Spanish ~ Non Hope Speech(NHS) 821
Total 1612

4.2. Existing classification algorithms and selection

Choosing the right classifier is the most crucial stage in the pipeline for text classification. We
are unable to choose the most successful model for a text categorization application without
having a thorough conceptual knowledge of each approach Lee and Shin [15].

We described the current text and document categorization methods in this section. In
history, the text categorization technique has begun with the Rocchio algorithm. Secondly, it
advanced to boosting and bagging, two well-liked ensemble learning algorithmic approaches.
Although becoming more conventional, techniques like logistic regression, Naive Bayes, and
k-nearest neighbor [16] are still widely utilized in the scientific community. As a classification
method, support vector machines (SVM), particularly kernel SVM, is also widely employed. For
categorizing documents, tree-based classification algorithms like decision trees and random
forests are efficient and precise. The are also other neural network-based text classification
algorithms including hierarchical attention networks (HAN), deep belief networks (DBN), CNN
[17], RNN, and combination methods [18] and could apply transformer-based approaches [19].

4.2.1. Support Vector Machine(SVM) Classification Algorithm

SVM was firstly developed for binary classification applications. However, a lot of scholars use
this prevalent strategy when working on multi-class issues.

The study of text categorization using a string kernel is also known as kernel SVM. Using a
function to map the string in the feature space is the fundamental concept behind the string
kernel (SK). Several other applications, including the categorization of text, DNA, and proteins,
have used kernels as part of the SKSVM rhythm Cervantes et al. [20]. SVM is the most effec-
tiveness when there is a distinct line dividing classes, and when the number of samples is less



than the number of dimensions; for this incredible advantages we chose SVM to classify the
given social media posts are hope speech or not hope speech [21]. In addtion to that SVM able
to handle high-dimensional feature spaces and non-linear classification problems. SVMs are
particularly useful when the data is not linearly separable and the decision boundary is complex,
as they can transform the original data into a higher-dimensional space where it may become
linearly separable [22].

Furthermore, SVMs are robust to overfitting, as they use a regularization parameter that
helps to prevent the model from fitting the noise in the data. They can also work well with
small to medium-sized datasets.

5. Challenges of the task

This task is one of the essential activities in the NLP area. However, data poses many challenges
for NLP due to its lack of context, informal language [4], and imbalanced dataset.

Lack of context: As a result, analyzing data has become a crucial step for NLP. Twitter is a
well-known social networking site that produces enormous amounts of data every day. It is
difficult to infer the context of a tweet in this task because Twitter data is short and limited
to 240 characters per tweet. Lack of context causes ambiguity, which makes it challenging to
extract the meaning of a tweet accurately.

Informal language: we used informal language that includes misspellings, acronyms, and
emojis, which makes it challenging for NLP algorithms to understand the intended meaning of
social media. We solved the above-mentioned problems in the pre-processing stage.

Imbalanced datasets: these datasets pose a significant challenge for NLP tasks, in this task
unbalanced English datasets were given. As a result, biased models are inaccurate in predicting
minority classes. Moreover, imbalanced datasets can lead to the overfitting of models and poor
generalization to unseen data.

There are several techniques that can be used to address the problem of imbalanced datasets in
machine learning [23], among this technique we used oversampling which involves duplicating
instances from the minority class until it is balanced with the majority class.

5.1. Result and Discussion

The developed model was based on the SVM string kernel classifier. We have evaluated the
developed model in terms of F1 scores. The model classifies social media comments/posts into
hope speech or not hope speech as we are asked in shared tasks. We have tabulated Precision
(P), Recall (R), F1-score, and the average macro F1-scores of the model for the test data set in
Table 3. The average-macro-F1 for English is 0.4894 and Spanish is 0.4815. From the result, the
model performed better in the English language than in Spanish because the given data size for
Spanish is less than English.



Table 3

Model performance evaluation result on test data sets

Algorithm used Lang Classes P R F1
SVM English Hope Speech(HS) 0.0154  0.3333 0.0294
SVM English  Non Hope Speech(NHS) 0.996782  0.9063 0.9494

average-macro-F1  0.4894
SVM Spanish Hope Speech(HS) 0.3333  0.1667 0.2222
SVM Spanish  Non Hope Speech(NHS)  0.6667  0.8333 0.7407
average-macro-F1  0.4815

6. Conclusion

Hope is a positive frame of mind that is both present- and future-focused. It is founded on
the desire for favorable results in one’s life or the world as a whole and may also be found in
motivational speeches about those who have faced and overcome hardship [24]. This study
described a multilingual hope speech detection using machine learning algorithm. We applied a
SVM algorithms to automatically classify whether the given text in both English and Spanish is
hope speech or not hope speech. Two hope speech classification models were developed for
both languages and their performances were also tested using average macro F1-score metric.
The performance of the model is highly depend on the size and quality of data sets.

7. Future Work

Since hope speeches build the soft mindsets of human beings, the tasks should span to other
languages. In addition to this, the performance of the proposed model in this study should be
improved by increasing the number of dataset sizes and providing other more algorithm for the
langauges used here.
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