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Abstract  
Nowadays, all kinds of instant message applications have become integral parts of our daily 

lives. With the quickening pace of society and the increasing work pressure, more and more 

people suffer from mental disorders such as eating disorders, depression, and unknown 

disorders. In MentalRiskES 2023, participants tried to detect mental disorder risk early in 

Spanish, where the corpora are attained from the chat message records of Telegram. This paper 

describes the participation of the group GetitDone on the 2a subtask. Our team uses BETO, 

also called Spanish BERT, pretrained on a large Spanish corpus, as our base model. We put 

efforts into preprocessing the given data and making changes to the classification part of the 

model. 
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1. Introduction 

Over the past decade, instant messaging apps have gradually become integral to people's lives. 

Larger and larger message streams contain more information than it seems. Though multimedia 

message has been a significant form of expression, which can also be used in multi-model sentiment 

analysis, the text is still the most important carrier of human language and is the primary way we express 

ourselves. For example, when we send a message to our friend, it may contain some subconscious 

thoughts you will never notice. The major goal of this task is to capture potential mental disorders 

through the chats between users, which means early detection. It can be noticed that some relevant 

evaluation campaigns [1] have been held previously, but almost all of them are for English. Hardware 

limitation, unfamiliarity with Spanish, and lack of corpus are challenges for our group. 

The importance and urgency of mental health have become increasingly recognized in today's 

society. Mental health issues, such as depression, profoundly impact individuals. The prevalence of 

mental health disorders is alarmingly high, with millions worldwide affected by these conditions. The 

COVID-19 pandemic has further highlighted the significance of mental health [2]. Early detection and 

intervention are crucial in effectively addressing mental health issues, especially for those who have 

already developed mental health problems but are unaware of them. Identifying signs and symptoms 

early on allows for timely support, treatment, and prevention of further deterioration. It can help 

individuals regain control over their lives. 

It is worth noting that in addition to the prediction results to be submitted, it is also required to submit 

information about CO2 emissions, which puts further requirements on the performance of the algorithm 

and model. Our group works on the binary classification task of depression detection, which is subtask 

2a. Unlike conventional sentiment analysis, whose training and testing data are just some sentences or 

paragraphs, the data provided here is a set of chat messages, which can be regarded as a series of related 
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sentences. This paper uses some techniques to preprocess the training data and organize the data before 

training. 

In this paper, we first mention some related work on depression detection and carbon emissions of 

AI models and then introduce the dataset used in the pre-trained model and some characteristics of the 

given dataset. In this section, the preprocessing method this paper used is also introduced. The model 

section describes the model we proposed in detail, including the structure of the model and some 

hyperparameters used in the training. Lastly, we analyze the results from three aspects, draw a 

conclusion about our work, and put forward a few directions for future work. 

2. Related Work 

The detection of depression in online user-generated content has gained significant attention in 

recent years. Various studies have explored different approaches and techniques to address this 

challenge. Early research focused on using linguistic features and sentiment analysis to identify 

depressive symptoms in text data. Nadeem et al. [3] employed machine learning algorithms to classify 

depression-related posts on online forums based on lexical and syntactic patterns. Similarly, Gautam, 

and Yadav [4] utilized sentiment analysis to detect depressive language patterns in Twitter data. 

With the advancements in natural language processing (NLP) and deep learning, researchers started 

leveraging pretrained language models for depression detection. For instance, Bucur et al. [5] applied a 

fine-tuned BERT model to classify depression-related text obtained on Reddit. Additionally, Wolk et 

al. [6] explored the use of GPT for identifying depression symptoms in social media posts. 

Another research interest involves analyzing social network structures and behavioral patterns. Islam 

et al. [7] investigated the impact of social network characteristics on depression detection, highlighting 

the importance of social connections in predicting mental health conditions. 

Furthermore, researchers have explored integrating multimodal data, such as text, images, and audio, 

to enhance depression detection. Jahan et al. [8] proposed a multimodal approach that combined images, 

videos, and text to improve the accuracy of depression detection in Twitter and Facebook posts. 

Overall, the existing literature showcases a wide range of methodologies, including linguistic 

analysis, deep learning models, social network analysis, and multimodal fusion, for detecting 

depression in online user-generated content.  

When we searched for relevant papers, we found that fewer studies have been conducted on 

depression detection in Spanish compared to more widely spoken languages like English, which make 

the MentalRiskES evaluation campaigns more meaningful. This paper aims to propose a fast and 

resource-efficient method to complete depression detection. 

Carbon emissions associated with AI have become a topic of concern in recent years. The rapid 

growth of AI applications, especially deep learning models, requires significant computational 

resources that contribute to increased energy consumption and, in turn, carbon emissions. A study by 

Strubell et al. [9] analyzed the carbon footprint of training large language models.  ECO2AI [10] can 

also be used to track the carbon emissions of machine learning models. 

3. Dataset 

The provided training dataset is separated by subject. Every subject file contains the conversation 

text between the target subject, whom we'd like to predict whether suffers from depression or not, and 

other people. Each message in the conversation is also attached with an ID number and a datetime, 

which makes every sentence identical and chronological. 

As with conventional text cleaning, we especially take care of hashtags, special symbols (e.g., 

currency symbols), URLs, emoji, and repetitive characters first. 

 



 
Figure 1: Histogram of post lengths 

 

When checking the training dataset, we found some of the messages are so tricky because of their 

large scale in length. Figure 1 shows the frequency of sentences in terms of the number of words in the 

sentence. The maximum length of the message sentence is 4279, which has about 750 words. Figure 2 

shows the method we used to handle this situation.  

 

 
Figure 2: The method to preprocess the message with different length 

 

Generally speaking, we clip and join the message into the same length first, then pad the last line 

with padding tokens. Additionally, in the process of clipping and joining, we pick up a random 

percentage of messages at the beginning of every subject file. For example, in Figure 2, there are five 

messages in a certain subject file. We pick up all of the messages to produce the first batch and 60% to 

produce the second one.  

The reason we clip and join these messages is as follows: We believe that the information about the 

depressions does not distribute evenly across messages, so we try to help the model to focus more on 

the information that actually reflects whether or not the subject is depressed. The clipping and joining 

operation could relatively increase the density of this kind of information. 

In the testing phase, we build up and append a subject file for every message we received. And when 

making a prediction on a certain subject, we will put the messages received in the current round together 

with the ones received previously and then feed them into the model. 

4. Model 

Our model is based on the model in Python library pysentimiento [11], specifically, the pretrained 

model robertuito-sentiment-analysis, which was trained based on a model called RoBERTuito [12]. 

This model is based on RoBERTa [13] and trained on a Spanish tweets corpus TASS 2020 [14]. 
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The architecture of the model we proposed is shown in Figure 3. For the tokenizer part, we use the 

default setting in the pretrained model robertuito-sentiment-analysis, which distinguishes 30002 kinds 

(including the special tokens such as [PAD], [SEP], etc.) of word index. The encoder is the primary 

improved part of our proposed model architecture. It begins with a 12-head self-attention, followed by 

a GRU, and finally, a fully connected layer. As for the classifier, we use a fully connected layer, a 

dropout layer and a linear layer. 

 

 
Figure 3: Proposed model architecture 

 

In the classification part, we use a three-class classifier, the same as conventional sentiment analysis 

has done. For this task, the sum of neutral and positive probabilities is considered the non-depressed 

probability, and the negative probability is considered the depressed probability. When we process a 

new message using the method mentioned above, if the depressed probability exceeds the non-

depressed probability, which means the depressed probability is greater than 50 percent, we report the 

depression immediately. 

 
Table 1 
The details of encoder 

Name Layers included Size/Probability 

attention query (Linear) 768, 768 
 key (Linear) 768, 768 
 value (Linear) 768, 768 

attention-out dense (Linear) 768, 768 
 LayerNorm 768 
 Dropout 0.1 

recurrent GRU 768, 768 
 Dropout 0.1 

recurrent-out dense (Linear) 768, 768 
 LayerNorm 768 
 Dropout 0.1 

intermediate dense (Linear) 768, 3072 
 GELUActivation  

intermediate-out dense (Linear) 3072, 768 
 LayerNorm 768 
 Dropout 0.1 
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The following is a detailed description of the model's details. After getting the tokens of every 

sentence, we will put the input ids and attention mask into the embedding part. In the embedding part, 

we use word embedding, position embedding, and type embedding. All of the embedding dims are 

taken to be 768, while the size of the dictionary is set to 30002, 130, and 1, respectively, which means 

the max length of a sequence is 128. Next is an LN layer, whose eps is set to 10-12, and a dropout 

layer, whose probability is set to 0.1. 

As for the encoder part, every self-attention part is composed of attention, recurrent and intermediate. 

Table 1 shows the details of the encoder. Please check out the code for our model on GitHub [15] for 

more information. 

In the fine-tuned training phase, we use a common set of configurations combined with our actual 

hardware conditions, including a batch size of two, an optimizer of AdamW, and a learning rate of 

0.00002. It is hard to determine the number of epochs during the training. We first try to train for twenty 

epochs, but the accuracy starts to fall after about fifteen epochs, so finally twelve epochs are believed 

to be best for our model. 

5. Results 

The tasks in MentalRiskES are all about the online problem of mental disorder detection, so our 

group focuses more on the speed and latency of the detection. According to the official results [16], in 

task 2a, we get an excellent result, ranking first, on latencyTP and speed, which is shown in Table 2. 

For the application scenario of this task, we believe that early detection is even more important than 

accuracy because people should learn whether they have depression or not as soon as possible. The 

results have proved that our strategy of judging time works on the speed of detection. 

 
Table 2 
Latency-based evaluation 

Team LatencyTP Speed latency-weightedF1 

GetitDone 2.000 0.984 0.627 

 

In terms of accuracy, the accuracy is greater than 60 percent, ranking twentieth, which can be 

regarded as an acceptable result. Considering the practical application scenario, stability is also very 

important other than speed and latency. The Macro-average indexes, ranking 18th in terms of Macro-

F1, are almost the same in the evaluation, which indicates that our method used for this task is barely 

stable. 

 
Table 3 
Classification-based evaluation 

Team Accuracy Macro-P Macro-R Macro-F1 

GetitDone 0.611 0.628 0.622 0.609 

 

In the training phase, we get an accuracy of 0.62 on the training dataset, which is very close to the 

result in the evaluation phase shown in Table 3. This phenomenon shows that the bottleneck is in the 

dataset or the model itself. However, as we can see in the ranking, the highest accuracy is 0.738, which 

is far below other sentiment analysis tasks. This result may indicate that the dataset is not large enough 

for the model to learn the characteristics of the depression feature. Besides, overfitting is also present 

in our model. It will happen after training for about 12 epochs, which is also an area for further 

improvement. 

 

 

 

 

 



Table 4 
Some subjects with wrong prediction 

Subject Golden truth Prediction 

subject9 0 1 
subject34 1 0 

subject199 1 0 
......   

subject205 1 0 
subject220 1 0 

 

Our team check out all of the subjects whose predictions were wrong, which is shown in Table 4, 

and find that almost every one of them has raw Unicode code starting with “\u”. But intuitively, the 

impact of a few words in the middle of a message on the overall judgment should be very small. This 

also shows that the model proposed in this paper relies very strongly on the continuity of word senses 

in sentences. 

Additionally, in our assumption, we should try our best effort to detect the subject who is suffering 

depression, but as a result, the wrong predictions are almost evenly split, which is also a direction that 

can be improved. 

 

Table 5 
Carbon footprint got from codecarbon library 

 Emissions Emissions rate CPU power GPU power RAM power 

mean 1.99×10-6 1.15×10-7 22.50 6.03 0.26 

min 1.70×10-7 1.76×10-8 22.50 1.00 0.11 

max 5.89×10-5 3.50×10-6 22.50 10.91 0.60 

 

Table 5 shows the mean, minimum, and maximum carbon footprint statistics of the predictions. 

Actually, the statistical data from the CodeCarbon library is really rough, which may not reflect the 

actual situation. During the predictions, our model only uses the CPU for the low carbon and generality 

considerations. 

6. Conclusions and Future Work 

Generally speaking, this paper represents the GetitDone participation for the MentalRiskES 2a task. 

We got inspiration from the RoBERTa model and used a model pretrained on Spanish corpora. With 

the hardware limitations, it’s difficult to do more pretraining on the extra depression corpus in Spanish. 

During the experiment, we tried some common classifiers, but no much better results were obtained. 

So we use a linear classifier in our model. 

In future work, three aspects can be considered to improve the experiment as follows. 

1.         Collect more depression detection corpora to train the existing model. 

2.         Improve the classifier to make a more reasonable decision. 

3.         Work out a structure to hold the data that can reflect more data features. 
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