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Abstract
Our approach for the IberLEF 2023 MentalRiskES Workshop Task 1 (Eating disorders detection) is
presented in this paper. The objective of the task is to examine social media users’ posts in search
of early indicators of eating disorders. A challenge inherent to the task rests on the highly skewed
data-set. In order to successfully address the issue of class imbalance, our approach calls for the use
of a neural network that incorporates a unique loss function. Our method gives you the freedom to
modify the penalty for false positives and false negatives in accordance with particular needs. Our
method also presents a variety of potential modifications that need more research. Our approach is,
however, preliminary, since the model employed was not adjusted for Spanish and, thus, there is room
for improvement.
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1. Introduction

Despite the fact that mental health is crucial to our lives, it is still stigmatized in our culture.
Many patients and their families are left to suffer in silence because they are unable to get
the help and understanding they need. Social media is extremely important when society
isn’t actually involved. More and more people view social media platforms as venues where
they can express their problems and experiences, especially those pertaining to their mental
health. It is crucial to remember that texts posted on social media might be a hint of possible
problems because many people who suffer from mental disorders start exhibiting their signs
and symptoms there.
However, given the volume of data produced each day, it is impractical to process this data

the old-fashioned way. In this regard, the various editions of the MentalRiskES workshop serve
as a meeting place where methodologies and useful techniques for early detection of various
types of health risks, such as eating disorders, unidentified disorders, or depression, through
the textual analysis of posts and messages from social media users, have been developed.
To fulfill Task 1 of the MentalRiskES Workshop 2023 [1]: Eating disorders detection, we

describe our system in this work. The strategy relies on creating vector representations of user
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communications by sentence embedding first, and then utilizing deep learning-based techniques
to identify encouraging remarks. In order to address unbalanced classes or situations where
false negatives have a large influence, an original loss function is also introduced.

2. Related work

One in eight people worldwide suffer from a mental condition according to a research recently
conducted by World Health Organization. Given that NLP has shown itself as a potent tool for
the diagnosis of these problems, several competitions have recently begun to focus on applying
machine learning techniques to detect various mental disorders. SMM4H [2], CLEF and CLPsych
[3] are examples of competitions that focus on mental health in english. IberLEF [4], was started
in 2019 as part of the annual conference of the Spanish Society for Natural Language Processing
(SEPLN). It is a shared task for NLP systems in Spanish and other Iberian languages, this year it
first includes MentalRiskES an innovative set of tasks on early risk detection of mental diseases
using comments from Telegram users.

On previous years similar tasks have been addressed but not in the mental health field. Exist
task consists on sexism identification and categorization of tweets both in Spanish and English.
On 2022, the best team achieved a F1 score of 0.79 in sexism identification and 0.51 on sexism
categorization [5]. They based their work on exploring different transformer-based solutions.
For classifying Spanish tweets they explored different transformers structures fine tunned with
Spanish data: BETO [6], BERTIN [7], MarIAbase [8] and RoberTUITO [9].

In Da-Vincis task, participants are asked to detect and classify tweets in Spanish that report
violence. Also transformer based solutions got the best results: the best team proposed a
Multi-Task Learning (MTL) approach based on BERT [10] transformer [11], the second best
team also based their solution on BERT transformer [12].
The early detection of pathological gambling has been one of the tasks to be tackled in

eRisk@CLEF for a number of years. It has many similarities with the MentalRiskES task as the
aim is to detect the first signs of pathological gambling as early as possible (a binary classification
problem labeling each user with 0 or 1) and provide an estimation of users risk level to be
pathological gamblers. In the previous edition, the SINAI [13] group proposed a feed-forward
neural network (FFNN) [14] model fed by a vector containing lexical features of the text.

Given that in similar Spanish task BERT based methods have proven to be efficient, we suggest
a similar strategy where we feed the FFNN with vectors encoded using Sentence-BERT (SBERT)
[15] and Dynamic Averaging Network (DAN) [16], a variation of the Universal Sentence encoder
(USE) [17].

3. Materials and methods

The training set provided for this edition consists of 74 users suffering from anorexia or bulimia,
and 101 control users. Each user has a series of messages published on a social network. The
small size of the dataset stands out, which poses a challenge for any attempt to train a model.
The test set officially employed to assess the challenge, is sent to the participants iteratively



through a connection to a server. The total number of users is 150, of which 64 are users who
suffer from anorexia or bulimia.
The proposed approach involves an encoder that transforms the plain text of the messages

into a numerical vector, which can serve as the input for a feed-forward neural network (FFNN).
Firstly, each message undergoes a pre-processing stage, which includes converting the text to
lowercase, cleaning special characters, and removing stop-words. Subsequently, each message
is passed through an encoder that generates the input for the FFNN. The FFNN then produces a
real value, where positive values indicate that the model assigns a positive label to the initial
post, while any other value results in assigning a negative label.

The utilized encoders include Dynamic Aggregation of Networks (DAN) and Sentence-BERT
(SBERT). It is important to note that both models have been exclusively trained on an English
corpus, which presents an initial limitation for their application to a task involving Spanish
data. Nevertheless, the models have surpassed our initial expectations by delivering superior
performance. We use the encoders in order to obtain the numeric representation of the posts
that serve as input to the FFNN. DAN encoder generates vectors of size 512, while SBERT
operates with vectors of size 384.
We needed to have the posts tagged for the training because gold-labels are provided at

the user level and we trained our FFNN using posts. That is, during the training phase, it is
necessary to compare the projected post-label confidence to an expected or desired confidence.
The post-level confidence is not provided, which is the root cause of the problem. In this
research, we investigated a user-based message labeling as the reference post-label confidence:
consists of labeling each post with the user-label assigned to the author of the post. That is, all
of a user’s posts will be classified as positive if the subject was labeled as positive. Alternative
reference assignment procedures might be used to address future tasks.

In our approach, we propose an original loss function designed to handle imbalanced data or
situations where a false positive is preferred over a false negative. During the training of the
neural network, we apply a cross-entropy-based loss function with a weighted system. For a
given sequence of posts from the same user, we make predictions and calculate an initial loss
value using cross-entropy. Additionally, considering all independent post-level predictions, we
generate a user-level prediction by assigning a positive value if at least one post has a positive
label. Subsequently, we compare this new user-level prediction with the actual user label and
assign a weight based on the specific scenario. When both labels match, the weight is set to
1; however, different weights are assigned for discordant labels, enabling us to penalize false
positives and false negatives differently. This newly assigned weight is then multiplied by
the initial loss to obtain an updated value that contributes to the adjustment of the network
parameters.

4. Results

Given the size of the dataset, preliminary tests were conducted using the provided training and
evaluation sets. However, due to the limited number of users in the development set (dev-set),
consisting of only five individuals, a comprehensive analysis of the sensitivity of different
parameters could not be carried out. For the same reason, we didn’t conduct a hyper-parameter



optimization. The network was trained with a learning rate of 5𝑥10−5 together with 5 epochs.
Drop-out technique with a value of 0.2 and AdamW optimizer was also applied. In accordance
with the competition rules, three variations were allowed to be submitted, one of which utilized
SBERT, while the remaining variants employed the DAN model. Additionally, the first two
configurations used weight values of 4 and 2, respectively for false negatives and false positives,
while the last configuration used a weight ratio of 2 and 2.

Run DAN vs SBERT
0 SBERT
1 DAN
2 DAN

Table 1
Submitted Runs: Description of the configurations explored. The second column refers to the encoding
strategy.

In Table 2, the results obtained in the initial section of Task 1 are presented. It is evident
that the models employing the DAN architecture have yielded superior outcomes compared
to the SBERT version, thereby demonstrating the efficacy of the generated vector representa-
tions. Recently, this particular system has exhibited remarkable performance in the eRisk 2023
competition, securing one of the top positions. Nevertheless, the limited size of the available
training dataset has hindered the optimal learning of the model. Furthermore, the utilization of
an encoder trained on English corpora, distinct from the Spanish texts presented in this com-
petition, elucidates the performance disparity relative to the winning team. Notwithstanding
these limitations, considering that the encoder has exclusively been trained on English texts, it
has showcased exceptional performance.

Team Run A
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CIMAT-NLP-GTO 0 0.967 0.964 0.969 0.966
Xabi_EHU 1 0.733 0.746 0.747 0.733
Xabi_EHU 2 0.740 0.773 0.707 0.709
BaseLine - Roberta Base 2 0.700 0.783 0.736 0.694
Xabi_EHU 0 0.693 0.688 0.691 0.689

Table 2
Decision-based evaluation for Task 1. Our Team is denoted as Xabi_EHU.

5. Conclusions

Our involvement is concentrated on the identification of eating problems. The objective is to
estimate the subject-level label (either control or suffer), given a sequence of messages, using
the fewest number of messages possible. We search for robust models that could punish false
negatives because the Suffer label is the minority group in the very tiny dataset and it is. As



a result, we developed a particular loss function. We have also been unable to use ML-based
architectures due to the data imbalance, as all efforts to generalize the data and reach acceptable
performance have been ineffective. Overfitting was not a goal when we developed our method.
The provided runs essentially used an FFNN with a DAN or SBERT encoder. Adding a user-
defined loss function improved training. This technique required us to heuristically find the
reference of the post-level label in order to train the system because the user-level label is
estimated using a posterior-level label. The model produced superior outcomes for the majority
class (control users), which was a difficulty throughout the development phase. The performance
on the classification task is inferior because the model’s development has been concentrated on
the primary binary classification task. Of course, the suggested strategy can be made better.
We are encouraged to keep experimenting with different approaches by making use of all the
information at each stage and redefining the model in order to enhance the estimation of the
user-level label. Other fundamental questions worth investigating include defining a reference
for the posterior confidence level. In any case, the suggested strategy is flexible. Using the
corresponding encoder, the same approach can be applied to literature in other languages and
various mental diseases. The weights of the modified loss function will change based on the
class balance, but the model may still be competitive with a standard loss function. In order
to further enhance the system’s performance, it is advisable to consider the utilization of an
encoder specifically trained in the Spanish language. This would facilitate a superior adaptation
to the linguistic characteristics and nuances of the dataset. Additionally, it is crucial to explore
methodologies for augmenting the dataset size. By increasing the quantity of available data,
a more comprehensive understanding of the task at hand can be attained, leading to better
optimization of the system’s configuration.
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