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Abstract
Sentiment analysis, a highly coveted area within Natural Language Processing, holds significant business
potential by enabling the analysis of opinions across various textual forms. The article presents the
participation of the Javier Alonso-Mencía team in the REST-MEX@IberLef 2023 Sentiment Analysis
track. The primary objective was to predict the polarity of tourists’ opinions as well as identifying the
country of origin and the type of tourist attraction in reviews written in Spanish.

To address this task, the author employed fine-tuned Transformers, specifically designed for sentiment
analysis. In addition, data balancing techniques were utilized to enhance the model’s performance.
Through a series of comprehensive experiments, the findings revealed that the fine-tuned transformer
models delivered remarkable results, securing a notable second-place ranking in the REST-MEX@IberLef
2023 shared task.
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1. Introduction

Sentiment analysis, a crucial aspect of NLP, involves discerning opinions and their polarity. It
aids organizations in efficiently extracting opinions and identifying their source country and the
type of place being reviewed [1]. The tourism sector greatly benefits from sentiment analysis in
Spanish-speaking countries, particularly in countries like Colombia, Mexico, and Cuba, where
tourists actively share their experiences on social media platforms [2].

Mexico heavily relies on tourism for economic growth and employment [3]. However, the
COVID-19 pandemic has adversely affected global tourism, posing challenges for developing
economies. To recover, it is essential to enhance productivity in sectors like tourism. Leveraging
platforms such as Tripadvisor, with their wealth of text-based data, enables us to understand
tourist preferences [4, 5].
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Recent advancements in NLP, particularly Transformers, have revolutionized sentiment
analysis by comprehending context and delivering superior results [6]. This paper proposes
using Transformers for sentiment analysis in the REST-MEX@IberLef 2023 shared task, focusing
on tourist satisfaction and classifying the type of place (restaurant, hotel, or tourist attraction) [7].
By combining sentiment analysis with the identification of source countries, this competition
aims to provide comprehensive insights into the sentiment towards various establishments in
Colombia, Mexico, and Cuba.

Sentiment analysis plays a vital role in understanding opinions [8, 9]. By leveraging advance-
ments in NLP techniques like Transformers, this competition seeks to achieve state-of-the-art
sentiment analysis results and extract valuable insights from vast text data [10, 11, 12].

2. Methodology

2.1. Data analysis

The collection of labeled data given in the competition consists of a total of 251,702 comments
obtained from tourists who shared their opinion on TripAdvisor between 2002 and 2022. Each
comment contains the following fields: title, review, attraction (type of place), polarity (1-5) and
country (Colombia, Cuba, Mexico).

First, it was required to identify if the training dataset was well-balanced, that is, all classes
have similar number of instances. An unbalanced dataset means that the models will not be
able to train properly on the least represented classes, which might hinder the inference as
there is not enough insight to classify them.

The analysis of polarity distribution on Figure 1 shows that polarity is highly biased towards
the most positive polarity (value 5), representing 60% of the polarity values, meanwhile the
lowest polarity (value 1) has a representation of about 2%.

In terms of the type of place (attraction) and country, it is more evenly distributed with
"Attractive" and "Mexico" holding almost 50% respectively of the values and the other half
divided between the other classes.

Table 1 presents a detailed analysis of the number of tokens per instance in the Title and
Review fields. The table reveals that there are a total of 251,603 non-empty instances for the
Title field and 251,700 non-empty instances for the Review field. The mean number of tokens
for the Title field is 24, while for the Review field, it is 362. The standard deviation for the
Title field is 15, indicating a relatively narrow distribution of token counts. In comparison, the
standard deviation for the Review field is higher at 429, suggesting a wider variation in token
counts. The minimum number of tokens for the Title field is 1, whereas for the Review field,
it is 7. Finally, the maximum number of tokens observed in the Title field is 185, while in the
Review field, it reaches as high as 20,438.

A preprocessing step was performed to remove instances which include empty titles, empty
reviews or reviews with more than 5,000 characters. In total 411 long instances were removed.



Figure 1: Instances distribution per class in different attributes.

Token analysis
Title Review

Count 251603 Count 251700
Mean 24.2 Mean 362.8
Std. 15.71 Std. 429.7
Min. 1.0 Min. 7.0
25% 13.0 25% 175.0
50% 20.0 50% 250.0
75% 31.0 75% 401.0
Max. 185.0 Max. 20438.0

Table 1
Analysis of tokens in Title and Review fields

2.2. Data Balancing

To mitigate the significant class imbalance present in the original dataset, a data balancing
strategy was implemented to improve the representation of minority classes. The initial dis-
tribution exhibited a substantial disparity, with Polarity class 5 dominating the majority of
instances (157,095), followed by classes 4, 3, 2, and 1, which progressively decreased in count.
The objective was to achieve a more equitable distribution while ensuring that no class exceeded
50,000 samples after the balancing process.

To accomplish this, a custom oversampling function was developed. The function took the
dataset as input, along with the column indicating the sentiment label. Firstly, it computed
the count of examples per label to quantify the existing class imbalance. Then, the maximum
number of samples to add per class was determined.

The oversampling procedure involved iterating over each label individually. For each label,
the function randomly selected examples from the corresponding class’s dataframe, considering
the number of instances required to reach the maximum sample count. The chosen examples
were then appended to the original instances of the respective label. This process was repeated



for every class, ensuring that each label had a proportionate representation in the balanced
dataset.

After oversampling, the resulting dataset was shuffled to introduce randomness and prevent
any order-based bias. The final dataset exhibited a more balanced distribution compared to the
original data. Table 2 shows the new data distribution after performing the custom oversampling.

After careful consideration, alternative techniques such as data augmentation through
summarization were evaluated for addressing the class imbalance. However, based on previous
findings [13], it was determined that this approach did not yield significant improvements in
the performance of the sentiment analysis model. Therefore, the decision was made to exclude
data augmentation through summarization from the current approach.

Polarity Type of attraction Country
Class Num. instances Class Num. instances Class Num. instances

5 156854 Attractive 131983 Mexico 148707
4 64848 Hotel 106029 Colombia 93904
3 60118 Restaurant 81917 Cuba 77318
2 20820
1 17289

Table 2
Number of instances for Polarity, Attraction and Country classes after data oversampling

2.3. Create dataset

In the dataset preparation phase, the columns of the dataset were processed to ensure compatibil-
ity with the sentiment analysis task. First, a code snippet was executed to convert the "Polarity"
column values from a range of 1 to 5 to a more standardized range of 0 to 4. Similarly, the "Type"
column values were transformed, assigning the value of 0 to "Hotel," 1 to "Restaurant," and 2 to
"Attractive." Furthermore, the "Country" column values were modified, mapping "Mexico" to 0,
"Cuba" to 1, and "Colombia" to 2.

To facilitate the analysis, a new column called "Title_Review" was created by concatenating
the "Title" and "Review" columns. This combined column would capture both the concise titles
and the comprehensive reviews, providing a comprehensive representation of the text data.

Subsequently, the dataset was shuffled to ensure the randomness of instance ordering. For
the experimental setup, 10% of the instances were set aside as a test set, while the remaining
90% constituted the training set. The resulting dataset was organized into two subsets: the
"train" subset, comprising 287,936 instances, and the "test" subset, comprising 31,993 instances.

The prepared dataset [14], consisting of columns such as "Title_Review", "Polarity", "Country",
and "Type", was now ready for further analysis and model training.



2.4. Training

2.4.1. Transformers

In recent years, significant progress has been made in leveraging Transformers for various
natural language processing (NLP) applications. This progress has been facilitated by the
availability of platforms like Huggingface [15], which offer convenient means to utilize and
train pretrained models. By employing pretrained models, transfer learning can be harnessed,
allowing the model to benefit from pre-existing knowledge and thereby reducing training time
and resource requirements while enhancing performance [16]. Huggingface models play a
pivotal role in simplifying this process as they offer ready-made implementations for diverse
NLP tasks.

Two different transformers approaches based on RoBERTa [17] were followed. RoBERTa
is an optimized version of the BERT model, focusing on the encoder part of the transformer
architecture [18, 19]. It employs masked language modeling during training, masking around
15% of the tokens. This makes RoBERTa well-suited for tasks that require sentence-level
understanding and informed decision-making.

• PlanTL-GOB-ES/roberta-base-bne [20]: This model is a variant of RoBERTa specifically
trained with a Spanish vocabulary. It utilizes the same tokenizer as the original RoBERTa
model for consistent tokenization.

• cardiffnlp/twitter-xlm-roberta-base [21]: This model is a variant of RoBERTa trained
on 198M multilingual tweets from Twitter. It is a multilingual model.

2.4.2. Models trained

The different models trained are presented in this section. The problem to solve was divided
into 3 categories depending on which label was required to be predicted. Therefore, at least one
model per attribute (Polarity, Attraction and Country) was trained.

Polarity

Model 1 - Polarity

• cardiffnlp/twitter-xlm-roberta-base
• 4 epochs
• lr: 2e-5
• batch size: 16

Model 2 - Polarity

• cardiffnlp/twitter-xlm-roberta-base
• 7 epochs
• lr: 2e-5
• batch size: 16



Model 3 - Polarity

• PlanTL-GOB-ES/roberta-base-bne
• 2 epochs
• lr: 2.5e-5
• batch size: 16

Model 4 - Polarity

• PlanTL-GOB-ES/roberta-base-bne
• 3 epochs
• lr: 2.5e-5
• batch size: 16

Model 5 - Polarity

• cardiffnlp/twitter-xlm-roberta-base
• 8 epochs
• lr: 1e-5
• batch size: 16

Type of attraction

Model 1 - Attraction

• cardiffnlp/twitter-xlm-roberta-base
• 4 epochs
• lr: 1e-5
• batch size: 16

Country

Model 1 - Country

• cardiffnlp/twitter-xlm-roberta-base
• 4 epochs
• lr: 1e-5
• batch size: 16



Model 2 - Country

• cardiffnlp/twitter-xlm-roberta-base
• 4 epochs
• lr: 2e-5
• batch size: 16

3. Results and discussion

3.1. Evaluation

The evaluation section assesses the performance and effectiveness of the developed models in
addressing the research objectives. This section presents the evaluation metrics used to measure
the models’ performance.

The evaluation results in Table 3 indicate the performance of different models trained for
each class. For the "Polarity" classification task, Model 1.2 achieved the highest macro F1 score
of 0.8461, outperforming other models. In the "Type of attraction" classification, Model 2.1
demonstrated the highest macro F1 score of 0.9941, showcasing superior performance. For the
"Country" classification, Model 3.2 achieved the highest macro F1 score of 0.9566, indicating
its effectiveness. These findings underscore the significance of selecting appropriate models
tailored to specific classification tasks, ultimately enhancing the overall performance of the
NLP system.

Polarity Type of attraction Country

Model Macro F1
score Val. loss Model Macro F1

score Val. loss Model Macro F1
score Val. loss

1.1 0.8217 0.4959 2.1 0.9941 0.1232 3.1 0.9375 0.2714
1.2 0.8461 0.5889 3.2 0.9566 0.2185
1.3 0.8186 0.4623
1.4 0.8508 0.6224
1.5 0.6070 0.7781

Table 3
Evaluation results for each trained model on validation dataset

Due to the fact that it was possible to submit any number of models, it was decided to send
all combinations of models in order keep the models with better results. Table 4 indicates the
10 submissions created for the competition.

3.2. Competition results

The sentiment analysis competition showcased impressive results, with the 6th submission, out
of a total of 10 submissions, emerging as the second-best performing entry in the competition
(see Table 5). The team’s submission comprised three models tailored for polarity, attraction,
and country classes respectively.



Submission Polarity model Attraction model Country model
1 1.1 2.1 3.1
2 1.1 2.1 3.2
3 1.2 2.1 3.1
4 1.2 2.1 3.2
5 1.3 2.1 3.1
6 1.3 2.1 3.2
7 1.4 2.1 3.1
8 1.4 2.1 3.2
9 1.5 2.1 3.1
10 1.5 2.1 3.2

Table 4
Models included in each of the submissions for the competition

The evaluation metrics demonstrated the effectiveness of the team’s approach in sentiment
analysis. The Sentiment Track Score achieved a noteworthy value of 0.766, highlighting the
team’s competence in accurately predicting sentiment. The macro F1 scores for each class
were remarkably high, with polarity achieving 0.602, attraction achieving 0.988, and country
achieving 0.936.

The extraction of the polarity class proved to be more challenging compared to the country
or type of attraction classes. Several factors contributed to this difficulty. Firstly, the inherent
subjectivity of sentiment analysis poses challenges in accurately capturing the nuanced polarity
of textual data. Additionally, the presence of ambiguous or sarcastic language further complicates
the task of polarity classification. Furthermore, the variability and diversity of expressions
used to convey sentiment within the polarity class create additional complexity. These factors
collectively contributed to the increased difficulty in extracting polarity compared to the country
or type of attraction, highlighting the intricacies involved in accurately discerning sentiment
from textual data.

Rank Run Sentiment
Track Score

Macro F1
(Polarity)

Macro F1
(Type)

Macro F1
(Country)

1st
LKE-IIMAS-

Team_RUN_2
0,779 0,621 0,990 0,942

2nd javier_alonso-Team
_sentiment_sub6 0,766 0,602 0,988 0,935

3th
IIMAS-UNAM-

Team_resultados
0,750 0,593 0,979 0,902

Table 5
Final results from Sentiment Analysis competition Rest-Mex 2023



4. Conclusions

In this paper, the application of transformer-based models for sentiment analysis in the context
of an NLP competition was explored. Two models based on RoBERTa, PlanTL-GOB-ES/roberta-
base-bne and cardiffnlp/twitter-xlm-roberta-base, were employed to solve the task. The results
obtained from the evaluation indicate that strong performance was demonstrated this approach
across multiple evaluation metrics.

It was observed that the 6th submission, consisting of three models for polarity, type of
attraction, and country classes, achieved the second-best result in the competition.

Furthermore, it was noted that the extraction of the polarity class presented greater chal-
lenges compared to the country and type of attraction classes. The increased complexity in
accurately discerning polarity from textual data was attributed to the inherent subjectivity of
sentiment analysis, combined with the presence of ambiguous language and diverse expressions.

As future work to enhance the performance of sentiment analysis models, further exploration
of preprocessing techniques and data balancing methods can be considered. The application of
more advanced preprocessing techniques, such as lemmatization, stemming, or part-of-speech
tagging, could help improve the quality of the input data by reducing noise and capturing more
meaningful features.

The experimentation can be found in a Github repository [22].
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