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Abstract
The paper presents a solution of BioASQ 2023 11b question answering task (part of the Conference
and Labs of the Evaluation Forum - CLEF). Our team participated in Phase B, submitting the system
for factoid and yesno types of questions in English based on extractive question answering and text
classification respectively. In this work, we outline our Question Answering (QA) approach based on
sentence embedding ranking coupled with biomedical ELECTRA model [1] fine-tuning. The approach
showed the third-best accuracy score for yesno (0.8571) questions and the fourth-best accuracy score for
factoid questions (0.5161) on the final test set.
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1. Introduction

This paper describes a pipeline proposed by our team for solving BioASQ-11b [2] Phase B task.
We propose a simple yet efficient approach to biomedical question answering that may further
be scaled and used for industrial purposes.

The BioASQ 2023 task 11b phase B consisted of several subtypes of questions in English to be
resolved, namely factoid, yesno or list questions. For each of the types, the participants
were encouraged to provide not only an "exact answer" (span of text, binary value and list
of entities respectively), but also a comprehensive "ideal answer", which would answer the
question in a natural way. Our team focused on retrieving answers for factoid and yesno
questions also providing ideal answers corresponding to those tasks.

In this work, we present our approach which is based on 2 steps: sentence embedding cosine
similarity ranking based on biomedical sentence BERT [3] and a fine-tuning BioM-ELECTRA
model [1] on text and token classification.

The paper is organized as follows: in Section 2 we present a brief outline of the previous
research on question answering task; Section 3 introduces task description; Section 6 describes
our approach and experimental set up; in Section 4 we overview the challenge dataset and
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additional sources used for model fine-tuning; in Section 5 the submitted system is explained,
Section 7 discusses our main findings; finally, Section 8 draws some conclusions and outlooks
for future work.

2. Related work

Early research in extractive QA focused on knowledge-based approaches that relied on structured
data sources, such as biomedical ontologies and databases. Systems like the first BioASQ
solutions [4] and AskHERMES [5] employed a combination of information retrieval techniques
and named entity recognition to extract relevant information from curated resources. These
approaches provided accurate answers by leveraging domain-specific knowledge, but their
performance was limited by the availability and coverage of structured resources.

To overcome the limitations of knowledge-based approaches, researchers explored corpus-
based approaches that utilized large-scale text corpora. Extractive QA in this setting has been
solved quite well for the common domain after the introduction of the SQuAD dataset [6]. The
top-ranked solutions rely on transformer-based models such as BERT [7] and XLNet [8]. These
approaches leveraged the abundance of textual data, enabling broader coverage and adaptability
to different question types.

As for the biomedical domain, the number of pre-trained language models of different ar-
chitectures is quite limited. Biomedical transformer models follow the core architecture of
the original transformer model, consisting of multi-head self-attention mechanisms and feed-
forward neural networks. However, several model variants have been introduced to enhance
their performance in the biomedical domain. For instance, models like BioBERT [9] and SciB-
ERT [10] are transformer models pre-trained on biomedical text, providing domain-specific
embeddings. Other variants include BlueBERT [11], ClinicalBERT [12], and PubMedBERT [13],
which cater to specific subdomains or incorporate additional contextual information. These
models provide a robust foundation for processing biomedical text and extracting valuable infor-
mation from vast amounts of biomedical literature. According to the recent results, ELECTRA
model [14] pre-trained on PubMed and fine-tuned on SQuAD showed state-of-the-art results
on BioASQ-7 for base-scale models [15], therefore we focused on ELECTRA-based models for
tackling BioASQ-11 challenge.

Providing a comprehensive and elaborated answer to a question could be approached as
a natural language generation task. Leveraging the power of GPT-based architectures and
pre-training techniques, BioGPT [16] has been developed to be applied for language modelling
in the specific domain. BioGPT benefits from its pre-training on biomedical literature, which
equips it with a strong foundation of domain-specific knowledge. It can understand and handle
the technical terminology, abbreviations, and concepts prevalent in the biomedical field. This
specialized knowledge allows BioGPT to effectively tackle complex biomedical questions that
may require a deep understanding of the domain, enabling it to provide accurate and informative
answers.



3. Task formulation

For each of the subtasks that we tackled, each data point consisted of a number abstracts
extracted from PubMed scientific medical publications in English 1 and a question. The answer
was supposed to be inferred from one or more of the given paragraphs.

• Factoid question answering
Given a set of text paragraphs and an open question, return a short span of text containing
the entity. Usually, it is a symptom, disease or numerical value.

• Yesno question answering
Given a set of text paragraphs and a general question, return either "yes" or "no".

• Ideal answers formulation
Given a set of text paragraphs and a general question, return a sentence in a natural
language that will answer the question.

4. Data

The BioASQ dataset [17] was manually annotated for Question Answering (QA) task by medical
experts. Originally the training set for factoid questions consisted of 1417 samples and the
training set for yesno questions consisted of 1271 samples.

For the purposes of building different experimental systems, we have introduced several
adjustments for those sets.

1. For internal evaluation purposes, original BioASQ-11b training datasets were split into
train and development subsets, which comprised 80% and 20% of the full challenge data
respectively.

2. For the factoid question set we checked whether the exact answer (or its non-capitalized
version) was present in any of the reference abstracts. If so, we kept the question and
extracted the position of the answer in the text, otherwise, we omitted the sample. 2 As a
result, we obtained a dataset in standard SQuAD format [6].

3. For the factoid question training set we also employed additional training data based on
BioASQ 7b. The dataset was transformed to SQuAD format and introduced by Jeong et al.
[18]. The original dataset comprised 3231 questions. Duplicate questions were omitted.
This particular dataset was used as, to the extent of our knowledge, it is the only open
source biomedical QA dataset that has required SQuAD formatting.

4. For the yesno QA task we experimented on adopting PubMedQA [19] data to enlarge
the training set. It included 1000 questions.
As a result we obtained several train sets. The data distribution is presented in Table 1.

1https://pubmed.ncbi.nlm.nih.gov/
2Circa 30% of the datapoints did not contain exact answer that was expected.

https://pubmed.ncbi.nlm.nih.gov/


Table 1
Data distribution for the obtained train and development sets

Data Train examples Dev examples

Factoid cleaned 892 222
Factoid cleaned + BioASQ7 2891 222
Yesno 889 382
Yesno + PubMedQA 1889 382

5. Methodology

5.1. Factoid answers

As it was already mentioned in Section 4, we decided to narrow down the factoid QA task
to extractive question answering, i.e. we assume that the exact answer is explicitly present in
at least one of the reference paragraphs. In short, the backbone model is fine-tuned for token
classification task and predicts whether each token holds answer_start, answer_end or
other position. Such approach is unable to predict the answers that are not explicitly present
in the context, however such QA systems are much easier to train and control. As it was
already discussed in Section 2, ELECTRA-based models proved to be efficient for biomedical
QA, therefore we use those as a backbone for our further fine-tuning experiments. Some of
the reference paragraphs in the training set are longer than the input sequence length for
transformer model that we used. To avoid loosing the information, we split such examples
into parts with an overlap of 128 tokens following the approach suggested by Huggingface
Transformers tutorial [20]. In addition, we adapted answer_start and answer_end candidate
ranking procedure suggested by the same resource.

5.2. Yesno answers

The binary type of questions was tackled as a binary classification task with the same back-
bone transformer model. Question and context separated by [SEP] token were fed into the
transformer with a linear layer on top of the pooled output.

5.3. Ideal answers

We focused on fine-tuning open-source BioGPT model [16] for generating ideal answers.
We have performed BioGPT fine-tuning in prefix-tuning setting by introducing additional

tokens [QUESTION], [CONTEXT], and [ANSWER], which should prompt the model to generate
answers after the input questions and contexts. The schema of the training input is presented
below.
[BOS] [QUESTION] Question text [CONTEXT] Context text [ANSWER] Answer text [EOS]



Figure 1: Proposed pipeline for factoid QA

5.4. Ranking

Typical end-to-end question answering pipelines include document retrieval step before the
information extraction itself. We adopted this idea to the competition setting.

As the majority of answers in BioASQ can be given based on a single sentence from all of the
given PubMed paragraphs, we decided to introduce sentence ranking step before QA.

Basic information retrieval pipeline consists of three steps: calculating document and query
vectors, calculating similarity between query and documents, sorting the documents based
on their similarity to the query. As we use sentences as items for ranking, for preprocessing
sentence tokenization step we used SciSpacy small scientific model [21] as both rule-based
and NLTK-based sentence splitting [22] were not able to preserve entities that the final QA
system was supposed to extract. For instance, some abbreviations and measures with dots were
identified as sentence borders. For embedding extraction we used sentence transformers [23]
which are widely used as a basic architecture for ranking tasks. As such models are trained to
increase cosine similarity between semantically close sentences, we sort all the sentences in
reference passages by cosine similarity between sentence and question vector. Circa 96% of the
answers were located in top-5 ranked sentences, therefore after ranking we reduce the contexts
to top-5 sentences. Apparently, not only does this procedure reduce required training resources,
but also improves the accuracy of the whole pipeline. Figure 1 presents all steps in the pipeline
of the best submitted system for factoid questions.



5.5. Backbone models

Four publicly available biomedical transformer models were used in our experiments, namely
BioGPT [16], BioM-ELECTRA [15], ELECTRAMed [24], S-PubMedBERT [3].

• BioGPT 3: GPT-2-based model pre-trained on PubMed abstracts with custom-built vocabu-
lary.

• BioM-ELECTRA4: pre-trained on PubMed Abstracts with PubMedBERT vocabulary [25]
and fine-tuned on SQuAD 2.0.

• ELECTRAMed5: pre-trained on PubMed Abstracts with SciVocab vocabulary [10].
• S-PubMedBERT 6: initialised as PubMedBERT and fine-tuned on MS-MARCO dataset [26]

using sentence-transformers framework.

6. Experiments

The performance of our methods is reported on development set that we described in Section
4. Evaluation for all the tested systems is done with the target metrics of BioASQ challenge,
i.e. accuracy for yesno questions, strict accuracy or exact match for factoid questions and
ROUGE [27] for ideal answers.

All the pipelines were implemented using HuggingFace Transformers (Extractive QA, Text
Classification and Language Modeling tutorials).

Table 2 and Table 3 report our experimental results. Initially, for obtaining exact answers,
we fine-tuned both ELECTRA models without any updates on the data to establish a solid
baseline. Then we experimented with adding more samples to the training sets for both types
of questions. In particular, 2753 questions were added to factoid dataset and 1000 questions
were added to yesno dataset. The models fine-tuned on the updated datasets are marked with
"+" sign. Given that additional data improved the performance of extractive QA system, but did
not help in terms of yesno QA, we took the best datasets for further experiments with ranking.

All the experiments were conducted on a single NVIDIA RTX A5000 GPU. For fine-tuning
the models we used the following hyper parameter settings:

• learning rate: Initialized to 1e-5 and 5e-5. The latter is suggested as the best rate
in the original BioM-ELECTRA paper by Alrowili and Vijay-Shanker [1]. The smaller
learning rate appeared to be more beneficial in our case.

• number of epochs: We tested 3, 5 and 10 epochs for each of the settings. The best
performance was achieved on 5 epochs, therefore we report these results.

• batch size: It was set to 16 due to the limitations of GPU memory.

As we were mostly focusing on exact answers, the number of experiments performed on
ideal answer generation was limited. They are presented in Table 4. The model was fine-tuned
on language modeling task with the following hyper parameters:
3https://huggingface.co/microsoft/biogpt
4https://huggingface.co/sultan/BioM-ELECTRA-Large-SQuAD2
5https://huggingface.co/giacomomiolo/electramed_base_scivocab_1M
6https://huggingface.co/pritamdeka/S-PubMedBert-MS-MARCO

https://huggingface.co/microsoft/biogpt
https://huggingface.co/sultan/BioM-ELECTRA-Large-SQuAD2
https://huggingface.co/giacomomiolo/electramed_base_scivocab_1M
https://huggingface.co/pritamdeka/S-PubMedBert-MS-MARCO


Table 2
Evaluation of the tested approaches for factoid QA on dev set

Pipeline Strict accuracy F1

BioM-ELECTRA-SQuAD 85.3 88.6
BioM-ELECTRA-SQuAD+ 87.0 90.1
BioM-ELECTRA-SQuAD+_ranking 88.5 91.9
ELECTRAMed 83.0 86.4
ELECTRAMed+ 84.9 88.9
ELECTRAMed+_ranking 86.7 90.1

Table 3
Evaluation of the tested approaches for yesno QA on dev set

Pipeline Accuracy

BioM-ELECTRA-SQuAD 0.94
BioM-ELECTRA-SQuAD+ 0.92
BioM-ELECTRA-SQuAD_ranking 0.96
ELECTRAMed 0.90
ELECTRAMed+ 0.85
ELECTRAMed_ranking 0.92

• learning rate: Initialized to 1e-5 as a default suggested for the fine-tuning.
• number of epochs: We tested 3 and 5 epochs for each of the settings. As the models

after 5 epochs fine-tuning provided better performance, we report the metrics for those.
• batch size: It was set to 4 due to the limitations of GPU memory.
• generation temperature: Initialized to 0.7 as a default parameter. We wanted our

model to have some variability in generation, however we did not aim to allow it to
generate very creative responses.

• maximum prediction length: Initialized to 100 tokens as an approximation of ideal
answers in the training set.

Table 4
Evaluation of BioGPT for ideal answer generation

Model ROUGE

BioGPT 0.42
BioGPT_ranking 0.40

7. Discussion

In terms of obtaining exact answers, re-ranking the context sentences improved the performance
of both models for both types of questions. Between the two ELECTRA models, BioM-ELECTRA-



SQuAD showed slightly better results.
As for the ideal answers, limiting the context with sentence-ranking technique did not

improve the target metric. Further research should be conducted in that direction.
The proposed system for exact answers presented second-best accuracy score on Test batch

3 leaderboard and third-best accuracy score on Test batch 4. The difference in scores on our
development set and on the leaderboard is caused by a set of answers that is not explicitly
present in any of the reference PubMed abstracts as the system cannot predict those by design.
Although our system is inferior of top-1 GPT-3.5-based pipeline for factoid questions due
to this limitation, it scores the same as GPT-4-based system for the same set of questions. In
addition, our pipeline scores higher in lenient accuracy (top-5 accuracy), meaning that it is
more beneficial for medical suggestions systems. Overall, the pipeline is quite flexible and
not demanding in terms of computational resources. It can be easily customised for different
datasets, domains and languages as soon as there exist relevant backbone transformer models.

8. Conclusion

In this paper we have presented simple yet efficient pipeline for building a question-answering
system for biomedical domain based on pre-trained biomedical transformer models. The system
showed good results in BioASQ 2023, proving that it could be used for further development and
could be adapted to real-world medical question answering tasks.

As a direction for future development we can suggest focusing more on answer candidate
selection step as the top-5 accuracy of our system is 20% higher compared to top-1 accuracy.
In addition, we are aiming to scale this approach to multilingual question answering task as
multilinguality still remains a challenge for QA systems, especially in biomedical domain.
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