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Abstract
Check-worthiness is identifying verifiable factual claims present or not in content. It might be beneficial
to automatically verify the political discourses, social media posts, and newspaper content. However,
the multifaceted nature and hidden meaning of the content make it difficult to automatically identify
the factual claims. To address these challenges, CheckThat! 2023 introduced a task to build automatic
Check-worthiness classifiers in tweets with multimodal and multigenre settings. This paper presented
our participation in CheckThat! 2023 Task 1. We perform fine-tuning on language-specific and vision pre-
trained transformer models to extract the visual-contextualized or contextualized features representation
for the multimodal and multigenre check-worthiness task. We add a BiLSTM layer on top of the contextual
features and concatenate it with the other visual or contextualized features to get an enrich unified
representation. Later, we employ a multi-sample dropout strategy to predict a more accurate class label.
Experimental results show that our proposed method achieved competitive performance among the
participants and obtained 1st place in the multimodal Arabic check-worthiness task.

Keywords
multimodal fact-checking, automatic fact-checking, multigenre check-worthiness, multimodal check-
worthiness

1. Introduction

Nowadays, people frequently deliver their ideas, beliefs, visions, and breaking news using
manifold social media platforms including Instagram, Reddit, Twitter, and Facebook based
on their real-time behavior and useful features. Therefore, such platforms have increasingly
evolved the skyrocketed means of discovering various information including public views,
health situations, political mindsets, and customer choices. Disinformation is also shared on
social media using these platforms. Thus, automated fact-checking is one of the most prominent
tasks in recent years. Various works [1, 2, 3, 4, 5] have been introduced based on fact-checking
in various formats including textual and multimodal. Most of the prior works utilise the
traditional transformer-based approach [6, 7] for checking the worthiness of factual claims.
Alam et al. [8] introduce a shared task at CheckThat! 2023 [9] to check-worthiness of tweets in
both multimodal and multigenre (multiple languages) settings. To tackle this task we used a
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transformer-based fusion approach with the BiLSTM module on top of the language model and
the multi-sample dropout strategy. Our system ranked first in the multimodal Arabic task and
achieved competitive performance in other tasks.

We organize the rest of the paper as follows: Section 2 describes our proposed system in the
CheckThat! 2023 to automatically identify the worthiness of tweets, in Section 3, we present
our proposed system design with parameter settings and conduct the results and performance
analysis. Finally, we conclude with some future directions in Section 4.

2. Proposed Framework

Transformers models learn the necessary information about the relationship between words
effectively. We employed the pre-trained transformers model with the BiLSTM module and a
training strategy to identify the factual claim worthiness of tweets in multimodal and multigenre
settings. The overview of our proposed transformer-based framework is depicted in Figure 1.
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Figure 1: Overview diagram of our proposed method for multimodal and multigenre check-worthiness
of tweets

Given a tweet containing a textual claim (and corresponding image for the multimodal tasks),
we fed them into two transformer models. Our model identifies the data whether the task is
multimodal or not, if multimodal (text and image inputs) our model uses language-specific
BERT and ConvNEXT model to encode contextual-visual representation otherwise (only text
input) our model uses language-specific BERT and the XLM-RoBERTa model to encode diverse



contextual representation for multigenre tasks. We sum both models’ contextual features for
the multigenre task and fed them to a BiLSTM module. In multimodal tasks, we employ the
BiLSTM module on top of the contextual representation only to handle the long-term contextual
dependency present on tweets. Then, we concatenate visual-contextual features in a unified
architecture for multimodal representation. These unified features vector fed to the multi-sample
dropout strategy to speed up training and improve the robustness of our proposed model. We
leverage the different dropout sample outputs using the arithmetic mean technique to get the
final label of our proposed method.

2.1. Transformer Models

2.1.1. Twitter XLM-RoBERTa

Facebook AI launched the XLM-RoBERTa [10] as an upgrade to their initial XLM-100 model. It is
a scaled cross-lingual sentence encoder. Using self-supervised training approaches, it offers state-
of-the-art performances in cross-lingual understanding where a model is taught in one language
and then applied to multiple languages with no additional training data. This model showed
increased performance on numerous NLP applications. XLM-RoBERTa creates the possibility for
a one-model-for-many-languages approach rather than a single model per language. Here, we
use HuggingFace’s implementation of the Twitter XLM-RoBERTa-base model [11] for multigenre
tasks. It is composed of 12 layers (i.e. transformer block), the dimension of hidden size is 768
and the number of the self-attention head is 12. We use this model for all language-specific tasks
as the 2nd model to capture diverse contextual representation along with the language-specific
BERT model.

2.2. BERTweet

RoBERTa is an extension to the original BERT model which is named as a robustly optimized
BERT pre-training approach. It focuses on the key hyper-parameters choices and removing the
next sentence prediction (NSP) objective. Besides, it is training with much larger mini-batches
and learning rates. BERTweet [12] is trained based on the RoBERTa pre-training procedure.
BERTweet consists of 850M English Tweets. We use base sized BERTweet model for both
multimodal and language-specific English tasks.

2.2.1. AraBERT

AraBERT [13] is a version of BERT that is gaining popularity for effective contextual repre-
sentation of textual contents in various Arabic tasks including natural language inference in
language-specific characteristics, named entity recognition in Arabic corpora. It is pre-trained
on the Arabic language which used workpiece vocabulary. In our approach, we employ the
huggingface implementation of the AraBERTV2 base-sized model for all Arabic tasks.

2.2.2. Spanish BERT

BERT stands for bidirectional encoder representations from transformers and is a new method
of pre-training sentence representations which achieves state-of-the-art results on many NLP



tasks including question-answering, and text classification. BETO [14] is a BERT model trained
on a big Spanish corpus. For the Spanish task, we used BETO (Spanish BERT) a size similar to a
BERT-base model that trained with the whole word masking technique.

2.2.3. ConvNEXT

ConvNEXT [15] is a pure convolutional model and builds inspired by the design of Vision
Transformers (ViT). It is a hierarchical transformer model that reintroduced various convolution
network priors, creating the transformer as a generic vision backbone and achieving notable
performance on a wide variety of vision tasks. These motivate us to use the ConvNEXT vision
transformer model in our proposed method. We employed the ConvNEXT base-sized model as
the image encoder which trained on ImageNet-1k at resolution 224x224.

2.3. System Architecture

We jointly finetune two transformer models for all tasks. In the multimodal task, we used a
language-specific pre-train BERT transformer model and a pre-train ConvNEXT vision trans-
former model for contextual and visual representation. We utilize the BiLSTM module on top of
the contextual representation to learn the long-term contextual representation, respectively.
Then, we concatenate these feature vectors in a unified architecture to get a visual-contextual
representation. This feature vector is then fed to the multi-sample dropout strategy to get the
final label of each multimodal task.

In multigenre tasks, we used a language-specific BERT model and Twitter XLM-RoBERTa for
language-specific contextual representation. It helps the model to capture diverse contextual
feature representations present in tweets. We sum two models’ sequence outputs and fed
them to a BiLSTM module to capture the effective contextual information. Later, we employ a
multi-sample dropout strategy on top of the BiLSTM module output which predicts the final
label for each task of multigenre tasks.

2.4. Training Strategies

Different training strategies improved the performance of the transformers model. In this paper,
we use a training strategy named multi-sample dropout [16] technique. The multi-sample
dropout technique improves the generalization ability and accelerates the training of the base
model [16]. To improve the accuracy of the transformer-based trained network, we utilise the
multi-sample dropout technique. We choose 3 number of the dropout samples based on the
validation data performance. In multi-sample dropouts, we duplicate the features vector of the
transformer model after the dropout layer, while sharing the weights among these duplicated
fully connected layers. We calculate the loss for each sample and then the losses are averaged
to obtain the final loss.



3. Experiment and Evaluation

3.1. Dataset Description

The organizers used a benchmark dataset [17] published in ECIR-2023 to evaluate the perfor-
mance of the participants’ systems at the CheckThat! 2023 shared task [8]. Organizers provide
different datasets for multimodal Arabic, multimodal English, and language-specific dataset
including English, Arabic and Spanish languages. Dataset texts/images are taken from English,
Arabic and Spanish tweets. The dataset statistics of subtask 1A: check-worthiness of multimodal
content and subtask 1B: check-worthiness of multigenre unimodal content are presented in
Table 1.

Table 1
Dataset statistics of CheckThat! 2023 shared task 1 according to each label on the corresponding task.

Task Label Train Dev Dev-Test Test

Subtask 1A: Check-Worthiness of multimodal content

Multimodal-Arabic
Yes 776 113 220 203
No 1,421 207 402 792
Total 2,197 320 622 995

Multimodal-English
Yes 820 87 174 277
No 1,536 184 374 459
Total 2,356 271 548 736

Subtask 1B: Check-Worthiness of multigenre unimodal content

Unimodal-Arabic
Yes 1,758 485 411 123
No 4,301 789 682 377
Total 6,059 1,274 1,093 500

Unimodal-English
Yes 4,058 1,355 238 108
No 12,818 4,270 794 210
Total 16,876 5,625 1,032 318

Unimodal-Spanish
Yes 2,208 299 704 509
No 5,280 2,161 4,296 4,491
Total 7,488 2,460 5,000 5,000

3.2. Preprocessing

To preprocess the given tweet text we employ various preprocessing techniques. In English
tweets, we expand the contraction (e.g. “isn’t”, “can’t”, and “aren’t”) into their normalized
form for effective representation. The URLs and special characters do not contain any causal
indicative information which may be useful for this task, we discard them from the tweet
texts. We utilize a publicly available Python library emot to demojize (i.e. convert emojis
into text) all the available emoji in the tweet texts. Moreover, all the words, characters, and
punctuation floodings are replaced with a single one. For example, “It’s crooked she’s she’s



guilty of a very very serious crime.” is becoming “It’s crooked she’s guilty of a very serious
crime.” after removing punctuation flooding and consecutive words. We preprocess Arabic
text using the publicly available AraBERT model’s ArabertPreprocessor 1 [13]. To preprocess
Spanish tweets we utilise publicly available python text normalization library cucco 2 where we
utilise a list of normalizations including replace_urls, remove_extra_whitespaces, replace_emojis,
replace_hyphens, replace_punctuation, replace_symbols.

3.3. Experimental Settings

We now describe the details of our experimental settings and the hyper-parameter settings
with the finetuning strategy that we have employed to design our proposed system for the
CheckThat! 2023 shared task 1.

Parameter Optimal Value

Learning rate 3e-5
Max-len 128
Number of epochs 5
Batch size 4
Manual seed 42
BiLSTM hidden state 256
Dropout 0.1, 0.2, 0.3

Table 2
Model settings for CheckThat! 2023 shared task 1 of our proposed method.

We finetune state-of-the-art Huggingface [18] transformer models including Twitter XLM-
RoBERTa3, AraBERT4, BERTweet5, Spanish BERT6 and ConvNEXT7 model for this task. We used
all models as the base size in this work. We concatenate the training and development data during
the model training phase. We used the CUDA-enabled GPU of the Google Colaboratory [19]
platform and set the manual seed = 42 to generate reproducible results. We obtained the optimal
parameter settings of our proposed model based on the performance of the development set
which is articulated in Table 2. We use a multi-sample dropout training strategy on top of the
unified representation of multimodal and multigenre tasks. To determine the optimal dropout
values, we searched over the set {0.1, 0.2, · · ·, 0.9} and found the best dropout range was 0.1 to
0.3 based on our experimental results on the development set. We used the default settings for
the other parameters.

1https://github.com/aub-mind/arabert
2https://pypi.org/project/cucco/
3https://huggingface.co/cardiffnlp/twitter-xlm-roberta-base
4https://huggingface.co/aubmindlab/bert-base-arabertv2
5https://huggingface.co/vinai/bertweet-base
6https://huggingface.co/dccuchile/bert-base-spanish-wwm-cased
7https://huggingface.co/facebook/convnext-base-224



3.4. Evaluation Measure

The CheckThat! 2023 shared task 1: check-worthiness in multimodal and multigenre content
organizers employed a standard evaluation metric F1-score over the positive class as the primary
evaluation metric to evaluate the participants’ system on tweet data.

Team Multimodal Arabic Multimodal English

CSECU-DSG 0.399 0.628

Top performing team and baseline performance based on F1-score

Fraunhofer SIT [20] - 0.712
ZHAW-CAI [21] - 0.708
marvinpeng 0.312 0.697
Z-Index [22] 0.301 0.495

Baseline 0.299 0.474

Table 3
Comparative results with other selected participants (Sub-task 1A).

Team Arabic English Spanish

CSECU-DSG 0.662 0.834 0.599

Top performing team and baseline performance based on F1-score

ES-VRAI [23] 0.809 0.843 0.627
OpenFact [24] - 0.898 -
DSHacker [25] 0.633 0.819 0.641
Fraunhofer SIT [20] - 0.878 -

Baseline 0.625 0.462 0.172

Table 4
Comparative performances with other selected participants (Sub-task 1B).

3.5. Results and Analysis

In this section, we analyze the performance of our proposed CSECU-DSG system in the Check-
That! 2023 worthiness identification of tweet shared task. The comparative performance of our
proposed CSECU-DSG system on subtask 1A test data against other top-performing participants’
systems is presented in Table 3. We have seen that our proposed method achieved a 0.399
score and ranked 1st in the multimodal Arabic task based on F1-score over the positive class.
Moreover, our system achieved competitive performance on multimodal English task. This
validates the effectiveness of our proposed method in multimodal check-worthiness tasks.



The comparative performance of our proposed CSECU-DSG system on subtask 1B language-
specific test data including English, Arabic and Spanish against other top-performing par-
ticipants’ systems are presented in Table 4. In language-specific tasks, our method achieved
relatively lower performance as we are not effectively tuning the hyperparameters of our method.
However, our method achieved 3rd and 4th place in Spanish and Arabic check-worthiness tasks,
respectively. This validates the potency and applicability of our proposed method in this task.

4. Conclusion and Future Directions

In this paper, we present an approach to automatically identify the worthiness of factual claims
present in tweets in multimodal and multigenre settings using fine-tuned transformers models
fusion architecture. We employ a BiLSTM module on top of the language model to handle
the long-term dependencies present in tweets. Moreover, we use the multi-sample dropout
training strategy to speed up training and get better generalization ability. Experimental results
demonstrated the efficacy of our proposed transformer-based method, where the fusion of
transformer variants with the BiLSTM module and multi-sample dropout prediction helped us
to obtain competitive performance and ranked 1st in 1A Arabic and 3rd in 1B Spanish in the
CheckThat! 2023 shared task.

Further research will be conducted on other SOTA transformers models with a unified
architecture of two or more. However, the classes of the dataset are imbalanced, so the weighted
average fusion strategy of different models may be exploiting better context for check-worthiness
from multimodal and multigenre tweets effectively.
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