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Abstract
This paper describes the approach developed by the Fraunhofer SIT team in the CLEF-2023 CheckThat!
lab challenge for check-worthiness detection in multimodal and unimodal content. Check-worthiness
detection aims to facilitate manual fact-checking efforts by prioritizing the statements that fact-checkers
should consider first. It can also be seen as the first step of a fact-checking system. Our approach was
ranked first in Task 1A and second in Task 1B. The goal of Task 1A is to determine whether a claim
in a tweet that contains both a snippet of text and an image is worth fact-checking. For this task, we
propose a novel way to detect check-worthiness. It takes advantage of two classifiers, each trained on
a single modality. For image data, extracting the embedded text with an OCR analysis has shown to
perform best. By combining the two classifiers, the proposed solution was able to place first in Task
1A with an 𝐹1 score of 0.7297 achieved on the private test set. The aim of Task 1B is to determine
whether a text snippet from a political debate it should be assessed for check-worthiness. Our best-
performing method takes advantage of an ensemble classification scheme centered on Model Souping.
When applied to the English data set, our submitted model achieved an overall 𝐹1 score of 0.878 and was
ranked as the second-best model in the competition.
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1. Introduction

In today’s digitally connected world, social media platforms have become leading channels for
the dissemination of information and play a crucial role in shaping public opinion. However,
the proliferation of fake news and false information poses a major challenge to the reliabil-
ity and trustworthiness of content disseminated on these platforms. To combat such false or
misleading information, several manual fact-checking initiatives have been launched, such as:
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FactCheck.org1, PolitiFact2 or Snopes3. With billions of data shared on social media platforms
every second, it is even for computers infeasible to review all of the data. Therefore, automatic
identification of most worthy and prioritized claims for fact-checking can be very useful for
human experts. The check-worthiness task can be considered as the first of three steps in the
fact-checking pipeline, which traditionally consists of [1]:

1. Detect check-worthy statements in a text.
2. Retrieve claims that could be useful to fact-check and that have been verified in the past
3. Automated veracity estimation.

While much attention has been paid to the detection of review-worthy tweets and political
debates in text form [2, 3], detecting check-worthiness in content that includes both images
and text is still a relatively unexplored area with only a few publications tackling this issue [4].
Not only is multimedia content frequently shared with text on social media these days, but it
can also assist in the spread of disinformation. They can serve to attract the reader’s attention,
but also contain false information. For example, images and videos can be taken out of context
and used in a new context, or be manipulated using AI-assisted tools or manual retouching. In
some cases in the past, images consisting only of text were posted without a descriptive text to
circumvent the automatic reporting mechanisms of social media platforms such as Facebook.
This demonstrates the need to extend the check-worthiness estimation from text-only data to
multimodal data.
The CheckThat! Lab has been tackling this scientific problem for the past several years.

This year, CheckThat! Lab [5, 6] offered two kinds of data for the check-worthiness subtask
[7]. For Subtask 1A (multimodal), a text snippet (tweet) plus an image had to be assessed for
check-worthiness. The aim of Task 1B (Multigenre) was to identify check-worthy statements
from a tweet or a political debate/ speech transcription. Fraunhofer SIT participated in Task
1A and 1B of the CLEF 2023 CheckThat! Lab Challenge for the English language. We achieved
first place in Task 1A and second place in Task 1B. This paper describes both approaches for
identifying relevant claims in English multimodal tweets and political debates.
Our proposed methodology for Subtask 1A involves a multimodal approach that combines

textual cues in the provided images and descriptive texts, and that uses a pair of BERT-based
transformation models to extract meaningful features from them. The classifier for Subtask
1B is based on an ensemble learning scheme to improve upon the uncertainty of single classi-
fiers. Since traditional stacking-based ensemble classifiers cause high computational overhead
leading to long inference times, they are not always suitable for analyzing large data sets, es-
pecially data from social media. Therefore, in this paper, we present an approach for detect-
ing check-worthiness in texts that uses Model Souping to benefit from ensemble classification
while consuming fewer resources and having low inference times.

The paper is structured as follows: Section 2 summarizes the related work and somewinning
approaches from the last iterations of the challenge. In Section 3, we describe our solution for
detecting check-worthiness in multimodal tweets, whereas Section 4 contains a description of

1http://www.factcheck.org
2http://www.politifact.com
3https://www.snopes.com/fact-check/



our approaches to estimate the check-worthiness in written text along with their results on the
respective data sets. The last section concludes our work with a brief discussion.

2. Related Work

The initial check-worthiness detection methods were based on extracting meaningful fea-
tures. Given U.S. presidential election transcripts, ClaimBuster [1] predicts check-worthiness
by extracting a set of 6,615 features in total (sentiment, word count, tf-idf weighted bag-
of-words, Part-of Speech tags, entity type), and used an SVM classifier for the prediction.
Gencheva et al. [8] extended the features used by ClaimBuster by including contextual features
such as the sentence’s position, the size of a segment belonging to a speaker, topics, or word
embeddings. Using all features in combination with a neural network (FNN) outperformed the
ClaimBuster version achieving a MAP of 0.427.
In the CheckThat! 2018 competition on check-worthiness detectionHansen et al. [9] showed

that an RNN with multiple word representations (word embeddings, POS tagging, and syntac-
tic dependencies) could obtain state-of-the-art results for check-worthiness prediction. The
authors later [10] extended their work by applying weak supervision using a collection of un-
labeled political speeches and showed significant improvements.
The objective of the CheckThat! challenge in 2021 was to determine which tweets within

a set of COVID-19 related tweets are worth checking. The authors of the best performing
model [2] fine-tuned several pretrained transformer models. BERTweet achieved the best re-
sults (MAP 0.849 on the development set), a model that was trained on 850 million English
tweets and 23 million COVID-19 related English tweets using RoBERTa.
Savchev [3] experimented in the CheckThat! 2022 competition with three different pre-

trained transformer models: BERT, DistilBERT and RoBERTa. Back translation (English tweets
were translated to French and back to English) was applied to increase the training set. The
best results (𝐹1 0.90, Accuracy 0.85), and thus the first place in the competitions, were achieved
by combining data augmentation and the RoBERTa model.

Gao et al. [4] participated in the AAAI 2022 Multimodal Fact Verification Factify Challenge
by implementing two baseline solutions including an ensemble model and an end-to-end mul-
timodal entailment model. The ensemble model outperformed the end-to-end model. They
combined two uni-modal models and a multimodal attention network using a 3-way textual
entailment classifier, visual similarity with a pre-trained CNN model, and heuristics learned
from the dataset. They additionally explored the multimodal fusion technique to model the in-
teraction between different modalities in claim-document pairs and combine information from
them. Their best performing model was ranked first by obtaining a weighted average 𝐹1 score
of 0.77 on both the validation and test set.

3. Task 1A: Mixing Unimodal Classifiers to Estimate the
Check-Worthiness of Multimodal Tweets

In the following, the data set, the examined approaches and their results for detecting check-
worthiness in multimodal tweets will be described.



3.1. Data Set Description

The CheckThat! Lab Subtask 1A covered the Arabic and English language; we only participated
in the subtask dealing with English data. The data set consisted of social media posts collected
by Twitter through its API. Each entry in the dataset contained the text of the tweets, an image,
and a text determined by an optical character recognition on the associated image. Examples
from the data set are shown in Figure 1.

Figure 1: Instances of check-worthy (Yes) and non-check-worthy (No) tweets for Task 1A

The aim of Task 1A was to predict whether a given multimodal Tweet requires the need
of undergoing a manual review by a human expert. Along with the contest, a data set was
provided that was divided into four splits: a train split, a dev split, a dev-test split, and a test
split. While labels for the train set, dev set, and dev-test set were provided upon release, the
gold labels for the test split were not provided until after the competition was completed. In
addition to the labeled data set, a set of unlabeled data was provided. The label distributions
of each individual data set split are displayed in Table 1. As can be seen, the data set suffers
from class imbalance. Within each split, there were almost twice as many tweets not worthy
of verification as tweets worthy of verification.

Table 1
Class distribution of the CheckThat! Lab 2023 task 1B English data set

Total Yes No
Train 2,356 / 100.00 % 820 / 34.80% 1,536 / 65.20%
Dev 271 / 100.00 % 87 / 32.10% 184 / 67.90%
Dev Test 548 / 100.00 % 174 / 31.75% 374 / 68.25%
Test 736 / 100.00 % 277 / 37.64% 459 / 62.36%
Sum 3,911 / 100.00 % 1,358 / 34.72% 2,553 / 65.28%
Unlabeled 110,173 / 100.00 % ? ?

3.2. Methods and Results

Detecting check-worthiness in multimodal tweets presents its own challenges. For one, the
length of the texts are limited by a character count restriction. Moreover, both the text and the



accompanying image contribute equally to the level of check-worthiness. During the Corona
pandemic, text messages were embedded into images, as well as diagrams and charts misinter-
preted deliberately. Here, an analysis of both, textual and imagery data is required to assess
their check-worthiness fully. In this paper, we present a classification scheme that takes ad-
vantage of two classifiers that provide an initial prediction for each modality and then merge
their predictions to make a final decision. By including a step that processes the tweets before
training and inference, and by using fine-tuning, the classifiers are adapted to the particular
writing style typically found in tweets.

3.2.1. Pre-Processing

Unlike text data in documents, books, and web pages, tweets often contain hashtags, emojis,
and URLs. The package pysentimiento [11] provides methods for resolving emojis and con-
verting hashtags and URLs to generic tokens. As URLs usually do not contribute much to
the check-worthiness of a tweet, their analysis can be omitted. By resolving emojis into their
descriptive meanings, they can be more easily processed by classifiers previously trained on
generic text. An example of the pre-processing can be viewed in Table 2.

Table 2
Example of a pre-processed (PP) tweet.

Instance
@MMDA @gmanews Smoke belching Bus..Dapat eto tinatanggal sa road. This contributes increase of Smog!Global Warming! :cold_sweat: https://t.co/AX39EMqC5W

PP @USER @USER Smoke belching Bus..Dapat eto tinatanggal sa road. This contributes increase of Smog!Global Warming! emoji anxious face with sweat emoji

3.2.2. Classifying the Textual Data

To analyze the textual data, a BERT-based[12] model was fine-tuned on the pre-processed
tweets. Throughout the training process, an optimizer based on the Adam algorithm [13] was
employed to take advantage of its adaptive learning rate mechanism. Initially, a learning rate
of 0.0004 was selected. The model underwent fine-tuning over five epochs, utilizing a batch
size of 24. To ensure optimal performance on the competition data set’s development split,
only the model checkpoint with the highest performance was retained.

The performance of a BERT model trained with and without pre-processing is displayed in
Table 3. The classifier trained with pre-processed tweets has higher 𝐹1 scores than the one
trained without them. In the specific case of classifying the test set, the 𝐹1 score increased
from 0.5377 to 0.7172. Thus, it is advisable to take advantage of pre-processing.

3.2.3. Classifying the Visual Data

For the visual data of the data set, a separate classifier was trained. Two types of classifiers
were tried for the challenge, which differed in the type of input data they process: raw image
data and textual data extracted from an optical character recognition.

Using Vision Transformer To classify raw image data, a ViT-based Vision Transformer
model was fine-tuned [14]. In particular, the google/vit-base-patch16-224-in21k from the hug-



Table 3
Scores achieved by each model on each data set. 𝑃𝑃 refers to models that took advantage of the pre-
processed data. Regarding the metrics, 𝐴 refers to the accuracy score, 𝑃 to the precision score, 𝑅 to the
recall score and 𝐹1 to the 𝐹1 score. The character 𝑑 denotes the dev data split, 𝑑𝑡 the dev-test data split
and 𝑡 the test split of the data set.

BERT
BERT
+ PP

Vision
Transformer

OCR
BERT + PP
+ OCR

𝐴𝑑 0.8155 0.7565 0.6790 0.7048 0.7970
𝑃𝑑 0.7937 0.5827 0.0000 0.5946 0.6379
𝑅𝑑 0.5747 0.8506 0.0000 0.2529 0.8506
𝐹1𝑑 0.6667 0.6916 0.0000 0.3548 0.7291
𝐴𝑑𝑡 0.8321 0.7865 0.6825 0.7190 0.8248
𝑃𝑑𝑡 0.8361 0.6245 0.0000 0.6563 0.6893
𝑅𝑑𝑡 0.5862 0.8218 0.0000 0.2414 0.8161
𝐹1𝑑𝑡 0.6892 0.7097 0.0000 0.3529 0.7474
𝐴𝑡 0.7500 0.7772 0.6236 0.6685 0.8057
𝑃𝑡 0.8843 0.6865 0.0000 0.6701 0.7659
𝑅𝑡 0.3863 0.7509 0.0000 0.2347 0.6968
𝐹1𝑡 0.5377 0.7172 0.0000 0.3476 0.7297

gingface repository was fine-tuned on the provided image train data using a batch size of 16
within 4 epochs. Similar to the fine-tuned BERT models, Adam was used as the optimizer with
a learning rate of 0.0002 and model checkpoints were utilized.
As shown in Table 3, the Vision Transformer was unable to learn meaningful patterns as

indicated by the 𝐹1-scores of 0.0000. In particular, the model learned that predicting the ma-
jority class (”No”) maximizes the validation loss. There could be several reasons for this. Here,
the classifier may have tended to classify the majority class due to the class imbalance within
the data set, and the images found in each class may not be sufficiently different for provid-
ing good class separation. For further investigation a CNN classifier based on the EfficientNet
architecture [15] was trained and evaluated. However, the results did not differ significantly
from those of the Vision Transformer. Therefore, the visual model was not included in the final
classifier.

Using Optical Character Recognition Since the data-driven imaging models did not per-
form well in this task, another method for evaluating the information found in the shared
images was investigated.
Many times images contain text that can provide additional information for detecting check-

worthy content. To evaluate these, the easyOCR package was used. It is based on the work
of Shi et al. [16] and supports the extraction of text in different languages. The extracted
characters were combined into a single string (Figure 2), which then served as input to a fine-
tuned BERT model. The BERT model was fine-tuned similar to the classifier predicting the
check-worthiness of texts, except a batch size of 8 was utilized.

Compared to the model that predicts text data, the performance of the classifier that esti-
mates check-worthiness based on text within images provides less good results. While the



Figure 2: Text string extracted by easyOCR: ”Trending For you News Sports Fun Coronavirus Health 3
hours ago India reports its first confirmed coronavirus case”

accuracy is 69% on average, the 𝐹1 scores obtained for each split are much lower. Since the
data suffers from class imbalance, the 𝐹1 score is preferred over the accuracy score. One rea-
son for the lower scores is that not all images contain text and, on the other hand, some images
in the data set were not written in English. Therefore, a multilingual model like XLM[17] could
provide better performance.

Combining BERTwith anOCR-Analysis For the final solution, the classifier that predicts
check-worthiness based on text and the classifier that uses optical character recognition were
combined. Models that perform better than others should have a greater impact on the final
prediction than models that perform less well. Here, we first estimated the validation losses
on the dev set for each classifier. Then, the loss values of the opposing models were used to
weight the logits predicted by each classification model. By this, the text-based model that was
able to produce better results on the dev set, had a greater impact on the final decision than
the OCR-based visual model.
Combining the two classifiers resulted in a slight improvement in overall performance. The

𝐹1 values (see Table 3) were improved across the classification of all data sets. With a 𝐹1 score
of 0.7297 it placed first in the competition.

4. Task 1B: Tackling Classification Uncertainty Using Model
Souping on the Example of Check-Worthiness Classification

The following describes our solution to detecting check-worthiness in textual data using effi-
cient ensemble learning.

4.1. Data Set Description

The ChackThat! Lab data sets for Subtask 1B cover the languages Arabic, English, and Spanish.
While we only participated in the English language variant of the task, the described approach



can also be adapted for other languages.
For the English task the data set consisted of political debates collected from the US presi-

dential general election debates. Examples from the data set are shown in Table 4.

Table 4
Instances of check-worthy (Yes) and non-check-worthy (No) sentences for Task 1B

Instance Class
1. ”And that means 98 percent of American families, 97 percent of small businesses, they will not see a tax increase.” Yes
2. I said we’d get tougher with child support and child support enforcement’s up 50 percent. Yes
3. But I’m not going to do that. No
4. But the important thing is what are we going to do now? No

The aim of Task 1B was to predict whether a text snippet from a political debate has to be
assessedmanually by an expert by estimating its check-worthiness. The data set was annotated
by human labelers. The label distributions and data set split were provided by the organizers
and are shown in Table 5. The ”train” corpus consists of 16,876 entries. Each entry is labeled
either ”Yes” or ”No” on whether it is worth fact-checking (YES) or not (No). The organizers
have also provided a development set ”dev” (5,625 entries), a development test set ”dev test”
(1,032 entries), and a test set with 318 statements. As it can be seen, the data set is highly
imbalanced with about a quarter of the sentences being check-worthy. This is also due to the
fact that attention-worthy sentences occur less frequently in the text than non-check-worthy
sentences.

Table 5
Class distribution of the CheckThat! Lab 2023 Task 1B English data set

Total Yes No
Train 16,876 / 100.00% 4,058 / 24.05% 12,818 / 75.95%
Dev 5,625 / 100.00% 1,355 / 24.09% 4,270 / 75.91%
Dev Test 1,032 / 100.00% 238 / 23.06% 794 / 76.94%
Test 318 / 100.00% 108 / 33.96% 210 / 66.04%
Sum 23,851 / 100.00% 5,759 / 24.15% 18,092 / 75.85%

4.2. Methodology and Results

Text data from social media and messenger applications such as Twitter and Telegram, news
and blogging websites, and transcribed political debates may contain incorrect information
that needs to be subjected to manual review by an expert. Hereby, texts of interest are those
that contain asserted facts that can be proven or disproven. To identify if a text is check-worthy,
three approaches have been tested as part of the CheckThat! 2023 competition: an estimation
using named entities, a method combining the named entity recognition with BERT and the final
solution consisting of an ensemble classifier based on Model Souping. In the following, the three
approaches will be described and their performance discussed.

Estimation Using Named Entity Analysis Facts can often be expressed using named en-
tities, such as names (person / corporation / location / event / objects) or numbers (cardinals /



Figure 3: Normalized distribution of named entity types
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(a) In non-check-worthy texts
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(b) In check-worthy texts

ordinals / quantities) and dates. A thorough examination of the train partitioning of the data
set revealed that samples classified as check-worthy had a higher use of named entities than
those classified as not worthy of reviewing. Using Flair [18], a named entity recognition model
pre-trained on the OntoNotes data set[19], the named entities within each of the provided text
snippets were extracted and categorized. Hereby, check-worthy texts contained on average
1.679 named entities, whereby non-attention-worthy texts featured only 0.662 named entities
on average. Further analysis showed that in addition to the number of named entities featured,
the types of entities also varied between the two classes. Figure 3 showcases the distribution
of named entity types pre-grouped by similarity. The parent type NUM consists of ordinal
numbers, cardinal numbers, quantities, percentages, and money, while DATE consists of time
and dates. GPE consists of nationalities, countries, and states, and LOC consists of places and
events. PER and ORG remained self-contained. The distribution shows that texts worth exam-
ining often contain numbers and counts, while nationalities, countries, and states are found
less frequently.

The resulting information was then used to train a classifier, namely a logistic regression
model, using the number of a given parent type as input. As indicated in Table 6, the model was
able to achieve medium to high accuracies, especially when classifying dev and dev-test split of
the data set. In comparison, however, the 𝐹1-values are very low, making the model unsuitable
for real-world applications. One reason for this lies in the imbalanced class distribution within
the data set. Another one is that analyzing the occurrence of named entities alone does not
provide enough information for a precise estimation. A text mentioning numerous named
entities but which is written in a subjective tone and expresses an opinion is not worthy of
review. Thus, to mitigate this problem, contextual information must be analyzed as well.



Table 6
Scores achieved by each model on each data set. 𝐴 refers to the accuracy score, 𝑃 to the precision score,
𝑅 to the recall score, and 𝐹1 to the 𝐹1 score. The character 𝑑 denotes the dev data split, 𝑑𝑡 the dev-test
data split, and 𝑡 the test split of the data set.

Logistic Regression
+ NER

BERT
+ NER

BERT A BERT B BERT C
Model Souping
+ BERT

𝐴𝑑 0.7909 0.8796 0.8728 0.8764 0.8565 0.8670
𝑃𝑑 0.6751 0.7834 0.7524 0.7248 0.6608 0.6849
𝑅𝑑 0.2546 0.6915 0.7041 0.7852 0.8310 0.8295
𝐹1𝑑 0.3697 0.7346 0.7274 0.7538 0.7362 0.7503
𝐴𝑑𝑡 0.8430 0.9554 0.9690 0.9729 0.9680 0.9709
𝑃𝑑𝑡 0.8333 0.9444 0.9558 0.9303 0.8958 0.9094
𝑅𝑑𝑡 0.3992 0.8571 0.9076 0.9538 0.9748 0.9706
𝐹1𝑑𝑡 0.5398 0.8987 0.9310 0.9419 0.9336 0.9390
𝐴𝑡 0.6981 0.8711 0.8710 0.9308 0.9308 0.9214
𝑃𝑡 0.7727 0.9855 0.9351 0.9674 0.9216 0.9278
𝑅𝑡 0.1574 0.6296 0.6667 0.8241 0.8704 0.8333
𝐹1𝑡 0.2615 0.7684 0.7784 0.8900 0.8952 0.8780

Combining the Analysis of Named Entities with Language Models To include addi-
tional information about the context, the second attempt combined the named entity recog-
nition with a language model. Here, BERT[12] was fine-tuned on data, in which the named
entities found in the previous step were exchanged with special tokens reflecting their respec-
tive named entity type (see Table 7). For this, the tokenizer was modified to contain the six
additional tokens <NUM>, <DATE>, <LOC>, <GPE>, <PER>, and <ORG>.

Table 7
Examples of a named entity extraction in check-worthy (Yes), and non-check-worthy (No) sentences

Instance Class
1. ”And that means <98 percent, NUM> of <American, GPE> families, <97 percent, NUM> of small businesses, they will not see a tax increase.” Yes
2. I said we’d get tougher with child support and child support enforcement’s up <50 percent, NUM>. Yes
3. But I’m not going to do that. No
4. But the important thing is what are we going to do now? No

During training, an optimizer based on Adam[13] was utilized to leverage from the adaptive
learning rate mechanism. A learning rate of 0.0004was chosen as the initial learning rate. The
model was fine-tuned in 5 epochs with a batch size of 24. Model checkpoints were used to keep
only the model checkpoint, that performed best on the dev split of the competition data set.
Table 3 shows, that by combining a named entity recognition with a language model such

as BERT, the performance can be further increased.

4.3. Final Solution Using Ensemble Learning Based on Model Souping

To compare the hybrid method with a fully data-driven approach, fine-tuning was performed
using solely the raw text data. Again, a BERT model was chosen and fine-tuned using the



configuration described in the previous section.
Training the model several times with different seeds showed large differences in perfor-

mance (see BERT A, BERT B, and BERT C in Table 6). This is because the initial weights of the
model are initialized differently depending on the set seed. The same applies to the way the
training split is shuffled after each epoch. As a result, individual models converge differently
and can find different local minima, resulting in a sometimes good or less good performance.
Unable to determine which seed maximizes performance on the validation, and test sets, it is
common to take advantage of ensemble learning.
There exist several approaches to perform ensemble classification, such as bagging, boosting,

and stacking[20]. In each of the methods, individually trained classifiers called weak classifiers
are combined to improve the classification uncertainty. The main disadvantage of ensemble
learners, however, lies within their computational efficiency during inference. In particular,
stacking-based ensemble classifiers, which consist of a combination of 𝑁 models providing an
initial prediction and a meta classifier taking these to form a final decision output, require the
inference of 𝑁 +1models. As such, ensemble classification may not be applicable in real-world
applications, in which large amounts of data need to be assessed in a timely manner using as
less computational resources as possible.
To compensate for these problems, Model Souping as proposed by Wortsman et al. can be

applied [21]. Model Souping removes the requirement of having multiple weak classifiers and
a meta-classifier by providing a single master-model that is used during inference. Master-
models can be built by taking the trained weights of each individual classifier and combining
them by averaging, weighted averaging, or using a feedback loop. Initial tests with image and
text classification tasks showed improved performance while maintaining resource efficiency.
It should be noted, however, that Model Souping can only be applied with models sharing the
same architecture.
In this paper, we took advantage of Model Soups that adaptively adjust the influence of each

individual model in the master model based on the performance on the dev split of the data set.
Here, the fully data-driven models were used in favor of the hybrid models BERT with a named
entity recognition due to their performance on the dev, and dev-test split. By evaluating each
of the three trained models on the dev set, their test loss values were retrieved. Based on them,
their influence-score 𝐼 was calculated using the following formula:

𝐼 = 𝐿𝑡𝑒𝑠𝑡/𝐿𝑡𝑜𝑡𝑎𝑙 (1)

Low-performing models should have a lower impact within the master model, whereas better-
performing ones, should have a higher influence on the weights of the master model. The
influence value 𝐼 was then used to weight the trained weights of each model.

While the ensemble classifier was unable to outperform the best individual classifier
(BERT C; 𝐹1 = 0.8952) on the test data set, it helped with balancing out results from mod-
els (BERT A; 𝐹1 = 0.7784) suffering from low performance. It should be noted, however, that
if all weak classifiers perform equally well on a particular data set, the performance gain will
be negligible.
The approach based on Model Souping was used to classify the private test set of this year’s

CheckThat! competition. It was able to place second best. Although it performed best among



the three methods described, its capabilities in terms of explainability and transparency are
limited due to the fact that it is a fully data-driven approach.

5. Conclusion

The detection of check-worthy texts can be seen as a first step towards identifying false infor-
mation spread on the Internet. When used as a pre-filter, it can dramatically reduce the amount
of data that needs to be manually reviewed by human experts. In this paper, we have described
our approach to check-worthiness detection in multimodal and unimodal content.
Multimodal data in social media, such as Twitter, pose new challenges for check-worthiness

detection. We presented a new method for detecting review-worthy tweets that contain an
image in addition to the descriptive text of the tweet (Task 1A). It combines two classifiers
trained separately for eachmodality. The experiments showed that when analyzing visual data,
an OCR analysis outperformed a classifier trained on raw image data. Combining the BERT
model trained on the tweet text with the BERT model trained on the extracted strings from
an optical character recognition slightly improved the performance. The combined approach
performed best in the competition with a 𝐹1 score of 0.7297.

For Task 1B, we presented an ensemble classification scheme based on Model Souping. Ex-
periments on the validation split and the private test set revealed that the proposed approach
can be used to tackle the issue of classification uncertainty while reducing the computational
overhead often associated with ensemble learning. The model was able to place second best
in the competition with a 𝐹1 score of 0.878. Future work may consider applying weight ad-
justments using a feedback loop to better compensate for the misclassification of edge cases as
well as introducing other means to achieve explainability and transparency.
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