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Abstract

The detection of subjectivity in natural language plays a crucial role in various applications, such as
sentiment analysis, fake news detection, and fact-checking systems. However, effectively and accurately
detecting subjectivity across different languages presents substantial challenges due to linguistic vari-
ations and cultural nuances. This paper describes the system we developed for 2023 CheckThat! Lab
Task 2 on subjectivity detection using a multilingual model, mDeBERTaV3-base. In particular, we use a
common multilingual dataset to fine-tune multiple nDeBERTaV3-base models using language specific
development data to specialize the systems towards a target language and reduce the impact of the class
imbalance in the training data. In this way, we managed to rank first in German, Italian and Turkish,
second in Arabic and over a Multilingual dataset, and third in English.
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1. Introduction

The widespread use of social media has resulted in an unprecedented production of unstructured
data (e.g., textual messages, images, multimodal content, among other forms), which is now
accessible to a wide range of individuals from diverse backgrounds. The lack of strict forms of
control on what is published makes it urgent to be able to reliably distinguish opinions from facts.
This ability plays an essential role in differentiating between subjective from objective content.
Subjectivity detection has strong ties with opinion mining and is often seen as a subtask of
sentiment analysis [1, 2]. The development and deployment of subjectivity detection systems
would also be beneficial for other tasks such as argument mining [3], fake news detection [4],
and (automated) fact-checking [5].

The CLEF 2023 CheckThat! Lab [6] offers a valuable platform to address the challenges
associated with subjectivity detection. In particular, Task 2 of this edition, “Subjectivity in News
Articles” provides an extensive multilingual setting (Arabic, Dutch, English, German, Italian,
and Turkish) for the identification of the subjectivity status of sentences extracted from news
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articles [7]. The increasing polarization of the public debate is impacting the news production
cycle and the way news articles are written [8], thus making it even more important to be able
to discriminate between the account of events, i.e., what has happened in the world, and their
opinions and interpretations.

The task is framed as a binary classification, whose goal is to assign the subjectivity status
(SUBY for subjective, and OBJ for objective) to a given sentence. Sentences that express the
personal perspective of the author are considered subjective, regardless of the truthfulness
of the statement [9, 6]. If the sentence presents an objective view of the covered topic, it is
considered objective. The subjectivity status is assigned to sentences in isolation. This makes
the task more challenging as systems cannot access representations of the full text, or portions
of it, and use them to enhance the knowledge of the context of occurrence of each sentence.

After an initial round of experiments focusing on the use of monolingual pre-trained language
models, we shifted to a multi-lingual one, namely mDeBERTaV3-base [10]. By leveraging the
capabilities of a single pre-trained model capable of handling multiple languages, our approach
exemplified its effectiveness. To promote reproducibility, we have made all fine-tuned models
and the code used to obtain them publicly available at our GitHub repository. !

The remainder of this contribution is structured as follows: Section 2 provides an overview of
the data that we used to fine-tune mDeBERTaV3-base. Section 3 illustrates our approach and
the results on the development set that we used to finalize our models. Results and leaderboard
ranking for each language are presented in Section 4. In Section 5 we discuss different approaches
that we tried, but did not give the expected results. Lastly, Section 6 concludes this paper and
outlines directions for future work.

2. Data

Table 1 provides an overview of the label distributions for all the languages composing Task 2.
Each language is accompanied by its own training, development, and test distribution. Notably,
the data sizes and label distributions vary quite largely across the languages. In general, there
is a skewed distribution towards the OB]J class, although with varying degrees: Arabic, English,
and Italian present the largest data imbalance in favor of the OB] class, while Turkish has
the smallest difference. The imbalance is in large part due to the selected domain, i.e., news
articles, where the writing style tend to be flat and adhere to the facts that are being reported.
Exceptions to this general pattern occur, with differences due to cultural backgrounds and
traditions in media reporting across different countries as well as to the current status of the
public debate [11, 12, 13]. The data annotation process involved multiple teams responsible for
annotating each language.

The Multilingual data was conceived by the task organizers as an independent language. This
means that the training, development, and split distributions have been constructed by mixing
data from all other languages regardless of their original splits, resulting in the presence of
validation instances of some individual languages in its training set. This has prevented us from
directly use the dataset to train a single model and deploy it on all the other languages. To obviate
to this issue we developed our multilingual training dataset, Adapted Multilingual (detailed in
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Table 1

The distribution for the training, validation and test data per language. The Adapted Multilingual
has been created by sampling data for all the languages (Arabic, Dutch, English, German, Italian and
Turkish).

Language Train Validation Test
OBJ SuBJ OBJ SuBJ OBJ SUBJ
Arabic 905 280 227 70 363 82
Dutch 489 311 107 93 263 237
English 532 298 106 113 116 127
German 492 308 123 77 194 97
Italian 1231 382 167 60 323 117
Turkish 422 378 100 100 111 129
Multilingual 4,371 2,257 300 300 300 300

Adapted Multilingual 2,957 1,957 - - - -

Table 2
Sentences labeled as OBJ in the Adapted Multilingual dataset, the coverage per language (percentages
in parentheses), and the coverage with respect to the original monolingual training data.

Language OBJ % Original
Arabic 654 (22.11%) 72.26%
Dutch 364 (12.30%) 74.43%
English 383 (12.95%) 71.99%
German 353 (11.93%) 71.74%
Italian 898 (30.36%) 72.94%
Turkish 305 (10.31%) 72.27%

last row in Table 1). The Adapted Multilingual dataset has been obtained by combining all the
training data from each language, excluding the Multilingual dataset from the task organisers.
As a result, we obtained a large unbalanced dataset consisting of 6,028 sentences, with 4,071
labeled as OB7J and 1,957 as SUBJ. To achieve a more balanced dataset, we have retained all
the subjective sentences and randomly selected 2,957 objective ones. The Adapted Multilingual
dataset has been used to fine-tune mDeBERTav3-base. Given that we have randomly sampled
the OBJ class, we have checked the distribution of each language and to which proportion of
the original training data they correspond to. Table 2 summarizes the language distribution for
the Adapted Multilingual training. Although, roughly speaking, for each language we obtained
~ 72% of their original training data, the distribution in the Adapted Multilingual mirrors the
unbalanced distribution of each language as detailed in Table 1.

3. Approach

The adoption of a multilingual approach was mainly guided by the relatively small amount of
training data for all languages, excluding Italian and Arabic. However, we wanted to optimize
the results per language. This means that while concatenating the training materials will help the
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model to learn from multiple and more varied examples, we want to avoid the model “forgetting’
the specific target language. To this end, we used the language-specific development data during
the fine-tuning process.

Model The mDeBERTaV3-base model [10] is an improved multilingual version of the original
DeBERTa [14]. In this model, the original Masked Language Modeling (MLM) pre-training
objective is replaced with Replaced Token Detection (RTD), which is more sample-efficient. The
newly introduced gradient-disentangled embedding sharing method has improved the training
efficiency resulting in a better pre-trained model with respect to the original version. The model
structure has a hidden size of 768, 12 layers and 12 attention heads. nDeBERTaV3-base has been
trained on the 2.5T CC100 multi-lingual dataset, with 250k tokens of SentencePiece vocabulary,
the same as mT5 [15], and for 500k steps. The model has obtained new state-of-the art results
on the XNLI benchmark [16].

Grid Search To optimize the results on each language, we performed random grid searches,
consisting of 100 iterations for each model via the software framework provided by Weights
and Biases [17]. Table 3 provides a summary of the hyperparameter choices that we considered,
including number of fine-tuning epochs, batch size, learning rate, warm-up steps and weight
decay. In each grid search experiment we used a maximum tokenization length of 40, obtained
as the maximum number of tokens from the Multilingual split. We only experimented with
AdamWw as optimizer as this optimizer can yield better training loss and the models generalize
better in comparison to models trained with Adam [18].

Table 3

The (hyper)parameters that could be chosen during each of our random grid searches.
Parameter Values
Epochs 2,3,4,56,7,8
Batch Size 16, 32, 64

Learning Rate  2e-5, 3e-5, 4e-5, 5e-5, 6e-5
Warmup Steps 100, 200, 300, 400, 500
Weight Decay 0.0, 0.1,0.2, 0.3, 0.4, 0.5

Table 4

(Hyper)parameters that were using for mDeBERTaV3 per language.
language Batch Size  Max Epochs Bestepoch LR Warmup Steps  Weight Decay
Arabic 16 4 2 5e-5 500 0.0
Dutch 64 6 1 4e-5 100 0.2
English 64 3 1 6e-5 200 0.0
German 16 5 2 4e-5 100 0.2
Italian 32 2 2 5e-5 300 0.0
Turkish 64 2 2 6e-5 300 0.1
Multilingual 64 8 3 3e-5 500 0.3




Table 5
Development data results for mDeBERTaV3, trained on Adapted Multilingual dataset and validated per
language. We report macro F1, Precision and Recall, as well as the F1 for the SUBJ class.

language F1  Precision Recall SUBJ F1
Arabic 0.8308 0.8937 0.7961 0.7288
Dutch 0.7033 0.7235 0.7137 0.7256
English 0.8262 0.8265 0.8260 0.8333
German 0.8342 0.8394 0.8303 0.7919
[talian 0.8068 0.7999  0.8151 0.7200
Turkish 0.9100 0.9107 0.9100 0.9118

Multilingual  0.8516 0.8523  0.8517 0.8548

Fine-tuning To fine-tune our mDeBERTaV3-base models, we have conducted grid searches
of 25 iterations for each language using the Adapted Multilingual dataset. On the other hand, we
run independent grid searches and fine-tuning on the orginal Multilingual dataset provided by
the organizers. The final model that we chose for each language was based on the macro average
F1 score that was obtained on the validation set of that language. Moreover, we mainly looked
at the macro F1 scores for the epoch in which the validation loss was the lowest, while ensuring
that overfitting did not occur on the training set. Table 4 shows the final (hyper)parameters that
were used for each fine-tuned mDeBERTaV3-base model per language. In general, our models
obtained the lowest validation loss with very few training epochs, with a maximum of three
on the original Multiligual data. Furthermore, a smaller learning rate with a small amount of
weight decay resulted in the most impactful setting. Table 5 visualizes the final scores of our
models for each language on the development data. We achieved the highest macro F1 score for
Turkish (0.9100) and the lowest on Dutch (0.7033). The performances for the other language
are relatively similar between 0.80 and 0.83. For the Multilingual data, we obtained the second
best score in absolute terms (macro F1 0.8516). On the other hand, the F1 scores for the SUBJ
class present more variation, with relatively high scores for English, Turkish, and Multilingual
(in line with the macro-F1), while the scores are lower for all the other languages, excluding
Dutch. On close inspection, it appears that the distribution of the classes in the development set
plays a major role in the behavior of the fine-tuned models. In particular, we observe that for
those languages where the class distribution tends to be largely skewed towards the majority
class, i.e., OBJ, systems underperform on the SUB]J class. This is the case for Arabic, German,
and Italian. For all other languages, the class distribution is either perfectly balanced (e.g.,
Turkish and Multilingual) or slightly unbalanced (e.g., English and Dutch). As a matter of fact
the delta between the macro F1 scores and the F1 score for the SUB]J class is positive, i.e., in
favor of the SUBJ class. Assuming that the test data distributions will not differ largely from the
development ones, we can expect a similar behaviour of the fine-tune models.



4. Results and Discussion

In Table 6, we report the overview of the results on the official test data, including the ranking.
Our models obtained the top results in each language, ranking first for Dutch, German, Italian
and Turkish, second for Arabic and Multilingual, and third for English. In general, at test time,
we observe the same behaviour in terms of differences between the macro F1 score and the
SUBJ F1 that were present in the development data. This clearly indicates that, besides the
class imbalance of the training, the language specific development data play a key role in the
fine-tuning process both in specializing the model for a specific language and for balancing
their performances on the two classes. By observing the leaderboard, the differences across the
top ranking systems on each language vary a lot, ranging between 0.1 point for Arabic, English,
and the Multilingual dataset, up to 0.8 for German. Without having access to the code and the
description of the other participants, we can only speculate that these differences could be due
to the optimisation of the various models and the way they have been trained.

Table 6

Test results for our fine-tuned models. Scores are directly taken from the official CheckThat! Lab 2023
leaderboard and correspond to macro F1 and SUBJ F1. Rank indicates our position on the leaderboard
for each language.

language F1 SUBJF1 Rank
Arabic 0.78 0.64 #2
Dutch 0.81 0.80 #1
English 0.77 0.79 #3
German 0.82 0.77 #1
Italian 0.76 0.65 #1
Turkish 0.90 0.91 #1
Multilingual  0.81 0.81 #2

A further remarkable result concerns Turkish. For this language we obtained a very high
macro F1 score (0.90), only 0.3 points higher than the second best system. While representing
roughly the same amount of training data as English, Dutch, and German (i.e., 14% of the Adapted
Multilingual), previous work [19, 20] has highlighted how Turkish presents a battery of linguistic
devices (evidentiality markers, prepositions, modality suffixes, modal adjectives and adverbs,
among others) that mark in an overt manner the subjectivity status of a sentence, apparently
making its identification easier when compared to other languages. Although to a lesser extent,
a similar behavior (especially for connectives) can be observed for Dutch, an aspect that can
help to explain the very good results on the SUB]J class in this language as well.

By plotting the predictions across multiple language specific contingency matrices, we observe
that, for all languages except Dutch and Arabic, the fine-tuned models tend to over-predict the
OB label, following the data distribution of the training data. On the other hand, for Turkish,
the model performs really well only misclassifying 12 times OBJ as SUBJ and 12 times SUBJ as
OB].



5. What did not work

In this section, we discuss two other approaches that we tried but did not give the expected
results. We focused in modelling by using different algorithms and paradigms rather than
attempting to extend the training materials.

Different Models We have experimented with fine-tuning various models, both multilin-
gual as well as monolingual models for the Dutch language. The multilingual models that
we experimented with were the cased and uncased version of mBERT [21]. Regarding the
monolingual models, our experimentation involved BERTje [22] and RobBERT [23]. Although
all of these models demonstrated reasonable performance on our validation data, we decided
against them. Regarding the multilingual models, mDeBERTav3-base consistently outper-
formed mBERT across all validation data. The monolingual Dutch models achieved similar
performance as mDeBERTaVv3-base. However, the main advantage of mDeBERTaV3-base here
is the ability of training on larger quantities of data resulting in more room for improvements.

BiLSTM To explore a different architecture, we extracted the embedding representations
from the last four layers of mDeBERTav3-base without fine-tuning any parameters. These
contextual embeddings were then concatenated and utilized as input for a BILSTM model, on
top of which we performed random grid searches. The results did not exhibit any improvements
compared to fine-tuning.

6. Conclusion and Future Work

With this contribution, we focused on fine-tuning a mDeBERTaV3-base model that could be
used with relative ease across multiple languages for the detection of subjectivity in newspaper
sentences. We have shown that fine-tuning mDeBERTaV3-base on an adapted multilingual
dataset using language specific development sets to maximise the language specific information
is a powerful approach. resulting in good results. Notably, we obtained the first place in four
languages and never ranked lower than third. Furthermore, our results indicates that language
specific development sets data can also help to address class imbalance challenges.

Future work will explore different strategies to create the multilingual training data. In our
approach, we have randomly down-sampled the OB]J class and kept all the data for the SUBJ
class. We believe this approach can be revised and possibly lead to enhanced performance by
working both on the training and the development distributions. For instance, an alternative
could be to down-sample only languages which present a very skewed distribution between the
classes (e.g., Arabic and Italian) and leave the rest as is. As a complementary step, we could
develop balanced development data for each language as they play a key role during fine-tuning.
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