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Abstract
The increasing usage of social media and digital technology has revolutionized the dissemination of
news and information, making it easier to share a vast array of events and information. However, the
credibility of news shared on social media continues to be a concern, as it often includes misleading and
inaccurate information. Nonetheless, the traditional news media still plays a critical role in publicizing
event information. The point of view on how to combat fake news has shifted towards the evaluation of
news media credibility. Warning the source of false news increases the possibility of identifying and
addressing it early on during the news release and early communication stages. This study describes our
performance in the CheckThat! Lab Task 4 Factuality of Reporting of News Media. For the text feature
of news, we conducted targeted preprocessing activities and utilized diverse article phrases to determine
media credibility levels. Additionally, we adopted RoBERTa and regularized adversarial training to
minimize the impact of redundant data and improve model robustness. Our official submission to the
English version of CLEF-2023 CheckThat! Lab Task 4 was ranked first with a MAE score of 0.295.
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1. Introduction

News media plays a vital role in disseminating important information to the public, but there
is a growing concern regarding the biases of different media outlets when reporting specific
events [1]. Therefore, it is crucial to ensure the authenticity of news reports, although research
in this area is currently lacking. False information and fake news detection is primarily related
to solving this issue. Researchers in the field of natural language processing have attempted
various techniques [2], such as stance detection [3], rumor detection [4], and fact-checking
organizations such as Snopes, FactCheck and Politifact [5]. However, the fact-checking speed
of the methods is far from adequate as they cannot keep up with the speed of information
transmission. Consequently, they fail to effectively prevent the early-stage dissemination of false
news. Furthermore, delayed fact-checking is often distrusted. Hence, the approach of combating
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false news is now centered on its release sources. This involves assessing the credibility of news
media and warning them of the presence of false news. With early warning, it is more likely to
identify false news during the news release stage and early dissemination, and take appropriate
measures.

To continue to focus on media credibility assessments, we attended the CheckThat! Lab
at CLEF 2023 [6]. The CheckThat! Lab has held workshop for five tasks. We participate the
English version of Task 4 [7] which requires to determine the level of factuality of a document
or a news outlet. Our official submission was ranked first with a MAE score of 0.295.

Our main contributions can be summarized as follows:

• We analyzed the performance of the existing PLM models including RoBERTa [8], De-
BERTa [9], and Longfomer [10] on this task, and finally completed the task with RoBERTa.

• Our observations reveal that news report titles are usually brief and contain the key
semantics, whereas the beginning of the article supplements the title, whereas the ending
reflects the attitude of the editor or provides a summary of the article. We conducted an
experimental comparison of the various input combinations of articles parts to observe
differences in the results.

• Furthermore, we also noted that different media outlets vary in terms of the number
of articles, length, and topics of focus, which was also a source of inspiration. So we
incorporated R-AT [11] to improve our model’s effectiveness.

The remainder of this paper is organized as follows. In Section 2, we provide relevant work
relevant to this study. We will then discuss the method in Section 3. Results of the experiments
and a detailed discussion are provided in sections 4,5. Finally, we have summarized the studies
in Section 6.

2. Related Work

The existing work on media credibility assessment mainly tests the text content of various news
media websites to judge the authenticity of their reports [12]. Baly et al. [5] first proposed
the media credibility assessment task, because previous work assessed credibility based on a
single news, tweet or statement, and here the authors view the text published by news sites as a
whole. The author used the ordinal number of age prediction in computer vision regression
model for media credibility evaluation and media political bias assessment, and made a lot
of experiments to verify the different characteristics of the performance of the results, the
author found that the text content is the biggest influence on performance characteristics, using
multi-task joint model can improve performance. Indeed, their experimental results on manual
fact-checking and classification datasets demonstrate that state-of-the-art text representations
can only achieve about 65-71% true prediction accuracy and 70-85% biased prediction accuracy,
depending on the dataset.

Multimedia has become an important carrier for all news media to deliver news and infor-
mation. A report usually includes multiple modal information, and the study of tampering
detection in photos and videos has been deepening into [13], so visual features are increasingly
added to predict the authenticity [14, 15] of news media reports.



Figure 1: The overall framework of our approach.

In addition to multimodal information such as text and images, it can also detect the relevant
features such as the domain name, certificate and hosting properties [16], web design [17] and
its linked website [18], so as to estimate the credibility of the news media. Baly et al. [19] further
used social context information from the media and explored the impact of news versus social
context.

An alternative method used to assess news media credibility is based on news media website
similarity. A more reliable indicator of the similarity of news media sites is to examine how
much followers of different news media overlap [20]. Panayotov et al. [21] proposed a new
model based on graph neural networks that models the audience overlap between media to
predict the authenticity and bias of the whole news media. The effect is significantly improved
than the previous model.

Evaluating news media credibility can also be based on prior knowledge, Hardalov et al. [22]
believe that people believe in manual fact checking and therefore propose to perform automatic
fact checking by verifying whether the input statement has been checked by a professional fact
examiner and returning an article explaining its decision.

3. Method

The overall framework of our approach is shown in Figure 1. It consists four parts: data
preprocess, text combination, RoBERTa and regularization adversarial training.

For Task 4: a level of factuality of a document or a news outlet. We treat it as a classification
task. Our input is the collection of the first N articles in the same news outlet (A1, A2, ..., AN).
Mosaic of the article that outputs the predicted probability of each confidence level reported(P1,
P2, P3).

Firstly, we used the tools to preprocess the articales and remove the noise words. Secondly,



we take some articles as input, set three different input forms and get different input data;
then input different forms of text into RoBERTa to output the prediction probability of each
credibility level; we also build an adversarial training process using R-AT to help the model
fight overfitting and learn more universal features. Finally, we aggregate the prediction results
of the models trained by different input forms to obtain the final output results.

3.1. Data Preprocess

Through the observation of the text, we find that some news text only has the title and lacks the
content, and the news text contains a large amount of noise data such as URL, special symbols
and etc.

For title-only news, we copy the title as its content text.
For noise in news text, we used the clean-text 1 tool to clear line breaks, ASCII codes, URL,

email, and punctuation from the title and content, replace all numbers with [number] and
convert all uppercase letters to lower case letters.

3.2. Text Combination

For the news text, the author of the news needs to describe the story by the whole article in as
concise language as possible, the title is often the most critical semantic information to let the
reader get direct understanding of the article. In addition, we found that the beginning and end
of the news tend to provide more important semantic information.

The first sentence or the first paragraph of the news often serves as the lead language of
the whole article, briefly revealing the content of the full text. The last sentence or the last
paragraph of the news captures the overall content of the article and gives the final conclusion,
which often contains the main point that the author wants to convey.

Based on the above observations, we used three ways to recombine the text and then input it
into the model.

• Only title: We try to use only all the headlines to which the media belongs as input,
connecting each title with the separator Token [SEP]:

{[𝐶𝐿𝑆]𝐴𝑡𝑖𝑡𝑙𝑒
1 [𝑆𝐸𝑃 ] . . . . . . 𝐴𝑡𝑖𝑡𝑙𝑒

𝑁 [𝑆𝐸𝑃 ]}, (1)

• Head-tail combination: Since RoBERTa can handle up to 512 Tokens in each sequence
(multiple news text splicing), we will only take a part of the news content as a representa-
tive of the whole story. Following our observations, we used the Head-Tail Truncation
approach to process the input news text content and connect with the title using the
separator Token [SEP]:

{[𝐶𝐿𝑆]𝐴𝑡𝑖𝑡𝑙𝑒
1 [𝑆𝐸𝑃 ]𝐴ℎ𝑒𝑎𝑑

1 +𝐴𝑡𝑎𝑖𝑙
1 [𝑆𝐸𝑃 ] . . . . . . [𝑆𝐸𝑃 ]𝐴ℎ𝑒𝑎𝑑

𝑁 +𝐴𝑡𝑎𝑖𝑙
𝑁 [𝑆𝐸𝑃 ]}, (2)

• Only tail: we found that the text tail truncation way can achieve and close to only title
performance, but predict the correct results and only title correct result only less overlap,

1https://github.com/jfilter/clean-text

https://github.com/jfilter/clean-text


we think may be tail truncation to obtain the conclusion of the article, so as to better
predict some suspected of title fraud, so we extra built using the title and text content
end as input:

{[𝐶𝐿𝑆]𝐴𝑡𝑖𝑡𝑙𝑒
1 [𝑆𝐸𝑃 ]𝐴𝑡𝑎𝑖𝑙

1 [𝑆𝐸𝑃 ] . . . . . . [𝑆𝐸𝑃 ]𝐴𝑡𝑖𝑡𝑙𝑒
𝑁 [𝑆𝐸𝑃 ]𝐴𝑡𝑎𝑖𝑙

𝑁 [𝑆𝐸𝑃 ]}, (3)

where 𝐴𝑡𝑖𝑡𝑙𝑒
𝑖 is the title of each new, 𝐴ℎ𝑒𝑎𝑑

𝑖 is the truncated text of the starting part of each news
content, 𝐴𝑡𝑎𝑖𝑙

𝑖 is the truncated text of the end part of each news content, and [CLS] is the special
token corresponding to the feature vector used for classification.

3.3. Factuality Assessment

We used the basic language model of RoBERTa to assess news outlet credibility. The predicted
score for each confidence level is obtained by passing the output of [CLS] token from RoBERTa
to the pooling layer, and then passing through the two linear layers and dropout activated by
the GELU to obtain the final output. The sizes of the two linear layers are (1024,128) and (128,3)
respectively.

Since we observed that in the training set and validation set, high confidence media accounted
for the majority of the overall proportion, mixed credibility and low confidence media accounted
for less, so we used the Focal Loss [23] alleviate class imbalance problem, the loss function
reduces the weight of a large number of simple samples in training, let the model pay more
attention to difficult, misassigned samples. We assigned a value to the 𝛼 coefficient for each
category in Focal Loss, such as a 0.35 𝛼 for high confidence.

𝐿𝑜𝑠𝑠1 = −𝛼× (1− 𝑝)𝛾 × 𝑙𝑜𝑔(𝑝), (4)

where 𝑝 is the predicted probability corresponding to the true credibility level of the sample, 𝛼
is the weight coefficient corresponding to each category to control the relative importance of
the loss of different categories, 𝛾 represents the gap between the difficult sample and the simple
sample. Its values higher, the loss of the difficult sample more important.

3.4. Regularized Adversarial Training

Although the input text was preprocessed by the data, there is still a large amount of information
irrelevant to the credibility of the media reports, so we used adversarial training to enhance
the generalization ability of the model and avoid serious overfitting of the model because of
learning information irrelevant to the true label.

Adversarial training is a commonly used training strategy to enhance the robustness of the
model, but it is easy to reduce the performance of the model due to the inconsistency between
training stage and testing stage. Therefore, Shiwen Ni et al. proposed a training strategy to
regularize the output of adversarial training through dropout, R-AT, which makes the output
probability distribution of different sub-models generated by dropout remain consistent under
the same adversarial sample.

Specifically, R-AT dynamically perturbs the input embedding vector to generate adversarial
samples and then passes the adversarial samples to two dropout sub-models to generate two



probability distributions. Ultimately, R-AT minimizes the bidirectional KL divergence of the
two output distributions as predicted by a regularization model.

We replaced the original cross-entropy loss of R-AT with the Focal Loss, and in each training
step, we first performed a forward propagation and backpropagation of a clean sample.

Then following the R-AT setting, we using the rapid gradient method (FGM) proposed by
Miyato et al. [24] to perturb the word embedding layer of the model, and then conduct two
forward propagation to obtain two confrontation samples, and calculate the corresponding
classification loss and KL divergence of the two confrontation samples:

𝐿𝑜𝑠𝑠𝐴𝑇
1 = −𝛼× (1− 𝑝𝐴𝑇

1 )
𝛾 × 𝑙𝑜𝑔(𝑝𝐴𝑇

1 ), (5)

𝐿𝑜𝑠𝑠𝐴𝑇
2 = −𝛼× (1− 𝑝𝐴𝑇

2 )
𝛾 × 𝑙𝑜𝑔(𝑝𝐴𝑇

2 ), (6)

𝐿𝑜𝑠𝑠𝐾𝐿 =
𝐷𝐾𝐿(𝑃 ||𝑄) +𝐷𝐾𝐿(𝑄||𝑃 )

2
. (7)

The loss function of the second backpropagation is finally obtained:

𝐿𝑜𝑠𝑠2 = 𝐿𝑜𝑠𝑠1 + 𝑘 × (𝐿𝑜𝑠𝑠𝐴𝑇
1 + 𝐿𝑜𝑠𝑠𝐴𝑇

2 ) + (1− 𝑘)× 𝐿𝑜𝑠𝑠𝐾𝐿, (8)

where 𝑝𝐴𝑇
𝑖 is the result of the output of the model after using FGM, 𝐷𝐾𝐿 is the KL distance

between two vectors. We rewrite the original loss function of R-AT, rewriting the original fixed
weight parameter as an adaptive hyperparameter 𝑘 , which is used to adjust the weight of
multiple different loss functions during the second forward propagation.

4. Experiments

4.1. Task Description

The task was organized as CLEF 2023 - CheckThat! Lab. In task 4 of CheckThat! Lab, the core
idea of task is to determine the level of factuality of a document or a news outlet. The task is
defined as follows.

The Task 4 ask to predict the factuality of reporting at the media level, given the URL to a
news outlet (e.g., www.cnn.com): low, mixed, and high. This is a English version task.

4.2. Data

CLEF 2023 - CheckThat! Lab provides the data for conducting the factuality level prediction of
news outlet, which includes the training set and the validation set to train the model, and later
releases the test set to evaluate the model. The evaluation index provided by the competition
is MAE (average absolute error). The result is smaller of MAE score, the gap between the
prediction label and the real label is smaller, that is, the prediction result of model is more
accurate.

𝑀𝐴𝐸 =

∑︀𝑛

𝑖=1 |̂︀𝑦𝑖 − 𝑦𝑖|
𝑛

, (9)

www.cnn.com


Table 1
Label distribution of the datasets

Factuality Level 0 1 2

train 121 233 593
dev 16 32 72

where ̂︀𝑦𝑖 is the prediction label, 𝑦𝑖 is the real label, and 𝑛 is the number of media.
The official provided data is provided in TSV and JSON format. The TSV file contains three

columns of news source, JSON file path and label. The JSON file path points to the JSON file
containing the list of articles. A JSON file is named after the media name and contains the news
source website, article list, tag text (e. g., high, mixed, low), and tags (digital format, e. g., 2,1,0).
The article list contains the title and the content. The distribution of tags in the training and
validation sets is shown in Table 1. In both datasets, sites with tag 2, followed by those with tag
1 and those with tag 0 were the least, and the distribution was roughly 1:2:5.

4.3. Baseline

CLEF 2023 - CheckThat! Lab provided four baseline Model: Mid-label, Majority, Random, and
Ngram. However, their baseline is not a learnable model, and to better validate the effectiveness
of our pre-and-back truncation approach and R-AT, we additionally designed a baseline method
for comparison. The method uses RoBERTa-Large as backbone, adds a pooling layer, two fully
connected layers activated by the GeLU function and a softmax layer after the features extracted
by backbone. Loss function is Focal Loss for multiple class.

4.4. Experimental Setting

We use the Adam optimizer with a learning rate of 5e-4 and adjusted the learning rate with
Cosine Annealing. The Weight decay is 5e-3. In experiments, we use Average Pooling. The loss
function is Focal Loss for multiple class with 𝛾 = 2, 𝛼 = [0.1, 0.5, 0.4]. The epoch is 50, the batch
size is 8 and the maximum length for the text input is 512.

5. Results and Analysis

5.1. Official Submission

The baseline methods’ results for the validation set are shown in Table 2. The Ngram model get
the best performance with a MAE score of 0.392.

Our official submission to the English version of CLEF-2023 CheckThat! Lab Task 4 was
ranked first with a MAE score of 0.295. The leaderborad is shown as Table 3.

This good performance is partly due to our model fusion, and we use four models to vote.
Each model takes the RoBERTa-Large as the backbone and adopts the multi-classification Focal
Loss, doing the same data preprocessing for the input of each model. The four models differ



Table 2
Baseline Results on the dev set

Baseline MAE

Mid-label 0.733
Majority 0.533
Random 0.800
Ngram 0.392

Table 3
Leaderboard

Team MAE

CUCPLUS 0.295
NLPIR-UNED 0.344

Accenture 0.467
UBCS 0.541

Awakened 0.705
Random 0.943

in the content of input, whether R-AT and whether Mean Pooling. Details of the model are as
follows:

• Model 1: The input is the title of the article in the website.
• Model 2: The input is the title of the article in the website, and use R-AT to normalize the

confrontation training through dropout.
• Model 3: The input is the title and content of the article in the website, where the content

of the first 150 after 100. An Average Pooling layer is connected after the features extracted
by RoBERTa-Large.

• Model 4: The input is the title and content of the article in the website, where the content
is intercepted after 300. An Average Pooling layer is connected after the features extracted
by RoBERTa-Large.

Through the method of model ensemble, the final performance improve, which indicates that
different inputs and model structures will make the model have different focuses and biases in
predicting media factuality level. Using model voting can more comprehensively predict news
outlet credibility, and resulting in higher accuracy.

5.2. Ablation Study

5.2.1. Text Combination

To prove the content of the input can affect the prediction results of the model, as well as to
obtain the combinations of inputs with more accurate prediction effects, we conducted the
combined experiments on the input content. For all experiment, we adopt RoBERTa-Large as



Table 4
Results of different input

Input MAE

Title-Only 0.402
F100_B200 0.459
F200_B100 0.451
F100_B250 0.434
F250_B100 0.451
F100_B150 0.443
F150_B100 0.410
F150_B200 0.418
F200_B150 0.418
F50_B250 0.434
F250_B50 0.426
F50_B150 0.434
F150_B50 0.426
F175_B175 0.443
F0_B300 0.402
F300_B0 0.475
F0_B100 0.418
F100_B0 0.451
F0_B200 0.410
F200_B0 0.484
F0_B400 0.426
F400_B0 0.427

backbone of models, and the extracted features of backbone are fed into two linear layers for
classification and prediction. We use Focal Loss for multiple class as our Loss function.

The experimental results are shown in Table 4, Titile-Only represents using only the title
as input, F100_B300 represents 100 and 300 intercepted news content, others in the same way.
According to the experimental results, we can see that the effect of using only the title or
intercepting the last 300 is the best, and the effect of intercepting the first 100 and the last 150
and the last 200 is not better. This also confirms that the title has the core semantics of the
news, and the beginning and end of the content are often the summary of the news. Therefore,
it is feasible for us to only use the title or properly intercept the content of the article, and we
can use this method to deal with the long text.

5.2.2. R-AT with Different Weights

We studied the effect of weights in the R-AT loss function, following the recommendations in
the R-AT origin paper [10], and we adopted a consistent 0.5 Dropout rate for two outputs, which
only adjusted the weight proportion of multiple loss functions computed at the second output.

Since we rewrite the original R-AT loss function as an adaptive R-AT loss function, we only
need to adjust k here to change the proportion of the loss function and KL Loss during the
second forward propagation in the loss function.



Table 5
R-AT with Different Weights

Weights MAE

k = 0 0.418
k = 0.01 0.393
k = 0.05 0.418
k = 0.1 0.402
k = 0.3 0.377
k = 0.5 0.410
k = 0.7 0.385
k = 0.9 0.393

The experimental results are shown in Table 5. When k is zero, it represents only using FGM
as adversarial training, and with 𝑘 increased, the proportion of Focal Loss in the second forward
spread increased, and correspondingly, the proportion of KL Loss decreased. It can be found
that the best effect is achieved when the hyperparameters 𝑘 is 0.3.

Finally„ we selected the output aggregation of the four models as our final submission. The
models we choose are F0_300(k=0), F200_100(k=0.3), Title-Only(k=0.01) and Title-Only(k=0.3),
we input the news reports of each media into four models , resulting in a list of four model
outputs, and we select the mode in the list as the final prediction for each media.

6. Conclusion and Future Work

In this paper, we propose a model based on regularization adversarial training to evaluate media
credibility levels. This model can alleviate the redundancy caused by the large numbers of
news in the data set unrelated to the media coverage, effectively avoid the serious overfitting
phenomenon caused by learning the information unrelated to the real label, and enhance the
generalization ability of the model.

Testing media credibility is a challenging task. In the case of limited data sets, many media
coverage fields and wide information, it is difficult to avoid the impact of data set bias and
improve the model performance. In future work, we plan to experiment with more pre-process
techniques, better model the social environment, adopt a more perfect large-scale pre-training
language model and adversarial training strategies to improve the performance of the model in
the real environment.
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