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Abstract
This article outlines the NLPIR-UNED team’s strategies for Task 1B in the CLEF 2023 CheckThat!
Lab. The goal of this task is to determine if a text fragment from a tweet or a debate/speech is worth
fact-checking. Our team devised three main approaches based on ensemble models for this binary
classification task. For the English version of subtask 1B, which involves classifying text fragments from
debates/speeches, we utilized an ensemble classifier composed of three transformer models that were
fed different sentences from the debate/speech. On the other hand, for the Spanish version of subtask 1B,
which requires classifying tweets, we have tried two more strategies, an ensemble classifier composed of
three different transformer models in Spanish that receive the same tweet, and the one that we finally use:
an ensemble classifier that combined a transformer model and two feed-forward neural networks (FFNN).
The transformer model processes the tweet’s text, while the two FFNNs receive as input TF-IDF vectors
and LIWC features extracted from the text, respectively. With these approaches, our team achieved the
fourth position in subtask 1B English and the same position for subtask 1B Spanish.
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1. Introduction

Fake news is a growing problem that has been amplified by the rise of social media and the
ease of spreading misinformation online. This phenomenon can have serious consequences,
such as influencing political elections, spreading harmful health information, and causing social
unrest. Traditional fact-checking methods are often slow and labor-intensive, making them
ineffective at keeping up with the speed at which false information can spread. This has led
to the development of automated methods to detect and combat fake news, such as machine
learning algorithms that can quickly analyze large volumes of data and identify suspicious
patterns. These automated methods have the potential to provide a more efficient and effective
approach to combating fake news.

One of the fundamental tasks to perform if we want to detect fake news in news or message
flows on a social network is the selection of the statements to check. This is precisely what task
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1 of the CheckThat! Lab [1] aims to do. Our team has focused on variant B of this task, which
contemplates only the use of textual information, and in the English and Spanish languages. For
the English version the organizers provide a dataset generated from the transcript of a debate,
while for the Spanish version the dataset is composed of a series of tweets. In both cases each
instance is annotated with the values Yes if the sentence/tweet contains a factual statement and
may be harmful, or No otherwise.

We have organized the rest of the article as follows: in Section 2 we make a brief review of the
different approaches carried out in recent years to the task of estimating the check-worthiness
of a statement, in Section 3 we explain our different approaches to this task, Section 4 discuss
the results obtained, and Section 5 contains our conclusions and future work.

2. Related Work

The task of estimating check-worthiness of a sentence has had different approaches as the
available models and tools have evolved. The approaches considered include word embeddings,
bag-of-words representations, and heuristic rules to classify claims, and multilayer perceptron
or support vector machine models [2], recurrent neural networks with attention, combining
word2vec embeddings, part-of-speech tags, and syntactic dependencies [3], learning-to-rank
approaches based on the MART algorithm, using word embeddings, named entities, part-of-
speech tags, sentiment labels, and topics as features [4], k-nearest neighbors classifiers with
character n-gram representations, considering linguistic lexicons and named entities [5], or
support vector machines and random forests classifiers with information retrieval nutritional
labels as representations [6].

Subsequently, more sophisticated representation models have been applied, such as training
a feed-forward neural network with Standard Universal Sentence Encoder embeddings and
using different variations of embeddings and training epochs [7].

Finally, with the generalization of transformer models as a basic tool in almost any task
related to general language processing, most approaches have used this strategy [8], either using
pre-trained models in generic documents [9, 10], in other languages [11], or in a specific domain
such as health [12]. The approaches that have appeared more recently and have a superior
performance than the solo transformer models, are the ensembles of classifiers [13]. These
models typically include two or more different transformer models, or transformers pre-trained
in different documents, or a combination of transformers and other types of classifiers such as
feed-forward neural networks (FFNN). In our proposal, we use these two types of approaches:
an ensemble with several transformers, and an ensemble composed of a transformer and two
FFNNs that allows incorporating lexical and text analysis features.

3. Approaches to Check-Worthiness Estimation

In this 2023 edition of the CheckThat! Lab, the goal of subtask 1B is to determine if a given
tweet is worth checking (binary classification), taking into account whether this tweet contains
a factual statement that can be verified and whether it could be harmful. This task is offered in
three languages: English, Spanish and Arabic. The organizers provide three different datasets



Table 1
Size of provided datasets.

Language train dev dev-test test

English 16876 5625 1034 318
Spanish 7490 2500 5000 5000

for each language with which the models can be developed, in addition to the test dataset used
for the competition. In Table 1 we can see the number of instances of each dataset for the
languages in which our team has participated.

To tackle this subtask, our team has evaluated three strategies, all based on ensemble classifiers.
The first of them is an ensemble classifier composed of a transformer model, a feed forward
neural network (FFNN) whose inputs are TF-IDF vectors, and a FFNN whose inputs are text
analysis indicators. Here, the objective is to complement the latent features that a transformer
model is able to extract from plain text, with other types of features such as TF-IDF vectors
extracted from that same text, and the features provided by the text analysis tool Linguistic
Inquiry and Word Count (LIWC) [14].

The other two strategies are also ensemble classifiers but this time they contain three trans-
former models although used differently. In the subtask proposed for the English language, the
dataset is composed of sentences extracted from a debate and in the first column appears an
identifier that, after carefully examining the instances of training and test, we have assumed is
the order in which the sentences appeared in the debate. That is why we wanted to explore the
possibility of taking advantage of this information, making the ensemble classifier receive in its
input 3 the instance to be evaluated, and in its inputs 2 and 1 the two instances immediately prior
to the current one existing in the dataset, taking into account that there are gaps we assume
generated when making the training-dev-test partition. Our hypothesis is that providing context
information (previous sentences) to the sentence to be evaluated can be useful in determining
the check-worthiness of that sentence.

For the subtask proposed in Spanish the dataset is composed of tweets, which we cannot
identify as related following any type of order. That is why we have chosen to use an ensemble
composed of three different transformer models pre-trained all of them in Spanish, hoping that
the different behaviors that each of them may have complement each other, achieving a superior
performance to each of them separately.

We detail each of these approaches below. All used pre-trained transformer models have
been downloaded from https://huggingface.co/.

3.1. Transformer-FFNN Ensemble

3.1.1. Method

To check whether different types of input generated from the same text can complement each
other and lead to greater efficiency in detecting whether that text deserves to be verified, we
need to be able to handle these three types of input simultaneously for each instance of the
dataset. Therefore, we have developed an ensemble model (Figure 1) composed of a transformer

https://huggingface.co/
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Figure 1: Transformer-FFNN ensemble.

that processes the text as a sequence, a FFNN classifier that admits as input that text in the
form of a TF-IDF vector, and a second FFNN classifier that has as inputs the discrete features
generated by the LIWC text analysis tool (93 features for the English language and 90 features
for the Spanish language). The hidden layers of the FFNNs and the first token of the last hidden
layer of the transformer (classification token) are concatenated and form the first layer of the
ensemble classifier. Behind this concatenation layer are two hidden layers and one output layer.
It is also possible to disable one of the hidden layers by configuration. Before training the
ensemble classifier, the transformer and the two FFNN models are trained separately on the
same dataset and stored in binary files. These models are then loaded in evaluation mode in the
ensemble classifier to prevent their parameters from being modified during ensemble training.

3.1.2. Training Strategy

To determine the configuration with the best performance, the system was configured to use
deterministic algorithms and the tests were repeated for 10 different random seeds, obtaining
the average of the precision, recall, and F1 measures. An early stopping mechanism has also
been implemented. This mechanism stores the updated state of parameters after each epoch and
stops training when there have been no improvements in the F1 measure over the dev dataset
in the last n epochs (default value 2), then selecting the saved configuration with the best F1
measure during that interval. After performing a grid search for each component separately and
for the ensemble classifier, the following hyperparameters have been selected for the English
language:

• FFNN hidden layer size: 1000.
• FFNN seed value: 0.
• FFNN max. epochs: 250.
• FFNN (TF-IDF) activation function: relu.



• FFNN (LIWC) activation function: sigmoid.
• Transformer pre-trained model: bert-base-uncased.
• Transformer max. sequence lenght: 128.
• Transformer max. epochs: 10.
• Transformer seed value: 63.
• Ensemble activation function: relu.
• Ensemble hidden layers: 2.
• Ensemble dropout: 0.
• Ensemble max. epochs: 10.

And for the Spanish language the same hyperparameters have been used except for the
following:

• FFNN seed value: 96.
• Transformer pre-trained model: bertin-project/bertin-roberta-base-spanish [17].
• Transformer seed value: 70.

3.2. Ensemble of Transformers

3.2.1. Method

In the English subtask, as discussed above, we wanted to take advantage of what appears to
be a flow of sentences to provide context for the sentence to be evaluated. For this, we have
developed an ensemble classifier (Figure 2) composed of three transformer models so that each
one can receive a different sentence. During the processing of the training and test datasets,
we look for the two instances that have the identifiers immediately before i - n, i - n - m to the
instance i to evaluate. These three sentences form the input of the ensemble classifier using
the class value of the instance i. As a pre-trained model, we use the same in each of the three
transformer components: bert-base-uncased.

For the Spanish subtask, since the datasets contain tweets, we have assumed that they had
no relationship between them by adopting the strategy of providing the same sentence (tweet)
in the three inputs of the ensemble classifier, and use a different pre-trained model on each
transformer component. With this, we hoped that the different pre-trainings that each one has
had are somehow complementary and allow us to determine more precisely if the sentence to
evaluate is worth checking. Specifically, we have used the following models:

• Transformer 1: PlanTL-GOB-ES/roberta-large-bne [15].
• Transformer 2: dccuchile/bert-base-Spanish-wwm-cased [16].
• Transformer 3: bertin-project/bertin-roberta-base-spanish.

3.2.2. Training Strategy

The hyperparameters used in both languages were as follows:

• Transformer max. sequence lenght: 128.
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Figure 2: Ensemble of Transformers (i: current instance, i-n: a previous instance, i-n-m: another instance
prior to i-n)

• Transformer max. epochs: 10.
• Transformer seed value: 63.
• Ensemble activation function: relu.
• Ensemble hidden layers: 2.
• Ensemble dropout: 0.
• Ensemble max. epochs: 10.

4. Results

This section describes the results obtained with the three strategies described. The F1 score on
the positive class is the evaluation measure used by the organizers in the competition.

4.1. English Subtask

The organizers provided three datasets for both languages: training, dev-test and test. Since
the values of F1 measure obtained for the English subtask with the test dataset were very high
even for the n-gram baseline, we also performed the evaluation joining the dev-test and test
datasets. In all cases the training has been done using only the training dataset. Table 2 shows
the averaged results of the models after 10 runs with different random seeds.

The last column shows the F1 measure calculated on the test dataset, along with the reference
values provided by the baselines. As we can see, the FFNN with input in the form of TF-IDF
vectors is not able to overcome the baseline n-gram. On the other hand, the transformer model
bert-base-uncased outperforms the two ensemble classifiers, indicating that, at least in this
test dataset, the combination of models and inputs does not bring any improvement to the
classifier’s performance. In principle, ensemble models would be expected to outperform the
solo transformer model as they should be able to select the best information present in each



Table 2
English Subtask: Average results on dev-test + test and test datasets. The primary submission appears in
bold.

Model Precision Recall F1 F1 (test)

Majority Baseline 0.000
Random Baseline 0.220
Ngram Baseline 0.821
FFNN 0.712 0.556 0.624 0.803
Transformer bert-base-uncased 0.770 0.783 0.777 0.946
Ensemble Transformer + LIWC FFNN + TF-IDF FFNN 0.779 0.791 0.785 0.937
Ensemble of Transformers 0.759 0.803 0.780 0.937

Table 3
English Subtask: Results on competition test dataset.

Submission Accuracy Precision Recall F1

Primary (Ensemble of Transformers) 0.909 0.954 0.769 0.851
Contrastive (Transformer + LIWC FFNN + TF-IDF FFNN) 0.937 0.978 0.833 0.900

of their three inputs to evaluate a given sentence. It is possible that the context search that
we intended to use by looking for sentences before the current one is not working in this test
dataset because there is too much distance between them. Remember that we have assumed that
the identifier of each sentence is the order it has within the debate. Thus, having partitioned
the debate by randomly extracting sentences to create the train, test and dev-test datasets, the
sentences are no longer consecutive in these datasets. Regarding the other type of ensemble
classifier, we can also assume that in this test dataset the inputs of TF-IDF vectors and LIWC
features do not provide enough information to improve the behavior of the ensemble model.

If we look at the evaluation carried out on the dev-test + test dataset, we see that in this case
the two ensemble models surpass to the transformer model alone, although by a small margin.
For the ensemble model that searches for previous sentences, performance may be improving
as two datasets have been rejoined, making the distances between the current sentence and
the two immediately preceding sentences smaller and contributing to this context information
more effectively.

For the main submission, we selected the ensemble model that seeks context information in
two previous sentences (shown in Table 2 as Ensemble of Transformers). Although it does not
have the highest average F1 score, the differences with the other models are minimal, and we
wanted to see how this approach performs in the competition. With this configuration we have
achieved the fourth best result among the eleven participating teams with an F1 measure of
0.851 (Table 3), being 0.898 the value obtained by the team classified in first position and 0.462
the one obtained by the baseline.



Table 4
Spanish Subtask: Average results on dev-test + test and test datasets. The primary submission appears in
bold.

Model Precision. Recall F1 F1 (test)

Majority Baseline 0.000
Random Baseline 0.133
Ngram Baseline 0.511
FFNN 0.635 0.458 0.532 0.548
Transformer bertin-roberta-base-spanish 0.708 0.614 0.658 0.664
Ensemble Transformer + LIWC FFNN + TF-IDF FFNN 0.654 0.706 0.679 0.684
Ensemble of Transformers 0.675 0.707 0.690 0.692

4.2. Spanish Subtask

Table 4 shows the results obtained for the subtask in Spanish. These results are also averaged
for ten random seeds in two different evaluation datasets: the test dataset (last column) and the
union of the test and dev-test + test datasets (rest of columns).

Here, because the datasets contain tweets, we were unable to apply context information
search. Instead, we have configured the ensemble composed of three different transformer
models. The first thing to note, looking at the results, is that in both datasets of evaluation the
ensemble models clearly surpass the transformer working alone, the FFNN, and the baselines.
This is the expected behavior, and that in the English subtask has not been seen.

Analyzing the two ensemble models, we see that the one composed of three different trans-
former models (roberta-large, roberta-base, bert-base) also pre-trained with different data in
Spanish, get to obtain the best F1 measure both in the test dataset (F1 = 0.692) and in the test +
dev-test dataset (F1 = 0.690), so we deduce that the latent features extracted by each of them are
complementary and help to improve the ensemble classifier as a whole. The ensemble model
that uses a single transformer and two FFNNs obtains somewhat lower results (F1 = 0.684 in the
test dataset), but surpasses the transformer alone. This indicates that the features based on text
analysis extracted by the LIWC tool, along with the TF-IDF vectors extracted from the tweet
text, also complement in some way the latent features extracted by the transformer model.

For the main submission of this subtask in Spanish, we have considered the two ensemble
models. Again, in this case the performance differences between the two have been small so we
have chosen to send the results of the model that uses a single transformer, shown in Table 4 as
Ensemble Transformer-FFNN, thus sending a totally different configuration in each version of
subtask 1B. With this model, we have managed to place ourselves in the fourth position with
an F1 measure of 0.589 (Table 5), being 0.641 the F1 measure obtained by the winning team and
0.172 the one obtained by the reference baseline.

5. Conclusions and Future Work

To tackle the task of estimating the check-worthiness of a sentence or tweet, in this edition of
the CheckThat! Lab our team has evaluated several strategies that involve the use of ensemble



Table 5
Spanish Subtask: Results on competition test dataset.

Submission Accuracy Precision Recall F1

Primary (Transformer + LIWC FFNN + TF-IDF FFNN) 0.923 0.643 0.544 0.589
Contrastive (Ensemble of Transformers) 0.930 0.699 0.542 0.611

classifiers.
One of them, has been based on the use of an ensemble classifier containing a transformer

model, a feed-forward neural network (FFNN) with TF-IDF vectors at the input, and a second
FFNN with features extracted by the text analysis tool LIWC. This model, as we expected, has
been able to surpass the solo transformer models in the Spanish subtask and is the one we have
used to make the main submission in this language, obtaining the fourth best result (F1 = 0.589)
among the seven participants. In this same subtask we have also evaluated an ensemble model
that contained three different transformer models in Spanish, obtaining similar results.

In subtask in English language, the differences between the results obtained by the ensemble
models and the transformer models alone have been much smaller, the latter surpassing the
ensemble in the test dataset. The main difference between both subtasks is the content of the
datasets: sentences of a debate in the subtask in English, and tweets in the subtask in Spanish.
This, in principle should not be the reason for this similarity in performance since ensemble
models usually perform better than solo transformers. Still, we have selected the ensemble
classifier composed of three transformer models fed with the current sentence and two previous
sentences to provide context information. With this configuration, our team has obtained the
fourth best F1 measure (0.851) among the eleven participating teams. We think that this model
can give good results when, for example, we are analyzing a text to identify the sentences that
are worth checking, because in this case we could select the two sentences immediately prior
to the current one, unlike what happens with the datasets of this subtask where not all the
sentences of the debate are available.

In the future, we intend to further explore alternative methods of integrating diverse models
into an ensemble classifier, thereby expanding the range of features utilized in identifying
sentences that need to be verified.
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