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Abstract
Check-worthiness detection is a crucial aspect of the fact-checking pipeline. It aids fact-checkers and
journalists by highlighting the claims that necessitate verification. This is especially pertinent in today’s
era of social media and varied news channels, where numerous actors voice claims on a range of current
affairs topics, including political matters, global warming, and the COVID-19 vaccine. Furthermore,
during political events, politicians debate their political agendas and make numerous claims on various
subjects. These claims, which often lack factual basis, come in all forms. While some of these claims are
important, others are not. Given the time-intensive nature of manual fact-checking, the identification of
claims worthy of fact-checking becomes critical. Over the years, there have been research efforts aimed
at the automatic detection of such claims. To further this research, in past years, CheckThat! Lab has
offered check-worthiness detection tasks on political debates and textual modality social media content.
For the first time, CheckThat! Lab offered the task for multimodal content. This study reports our
participation in subtask-1A, which consists of Arabic and English. For our experiments, we utilized
transformer-based models for both unimodal and multimodal models. The performances of the submitted
systems, evaluated using the F1-score on the positive class, were 0.671 and 0.300, respectively. Our
systems did not rank on the leaderboard as we made late submissions. However, with additional
experiments, we achieved 0.684 and 0.362 for English and Arabic, respectively.
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1. Introduction

Claim detection plays a significant role in both argument mining [1] and automated fact-
checking pipelines [2]. The objective is to assist fact-checkers and journalists in their fact-
checking processes. While earlier work on fact-checking primarily focused on political debates,
the increasing prevalence of misleading information shared via social media and other news
channels has become problematic. As a result, the analysis of social media content has garnered
significant attention [3, 4].

Manual fact-checking has traditionally been the norm for verifying claims. As a result,
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many fact-checking organizations, such as FactCheck.org,1, Snopes,2, PolitiFact,3, and FullFact4,
have emerged over time. Although manual fact-checking is trustworthy, it does not scale
well for several reasons: the task of identifying important claims to fact-check and verifying
the truthfulness of a claim with evidence. Fact-checkers must prioritize the evaluation of
claims that are potentially harmful and can pose risks to health, democratic processes, or
exacerbate emergency situations. Considerable research effort has been devoted to identifying
such significant claims, thereby streamlining the fact-checkers’ manual effort [5, 6].

Over the past few years, the CheckThat! Lab initiative has been promoting the development
of systems for detecting check-worthiness in political debates, tweets, and transcripts [7, 8, 9, 10].
This year, the CheckThat! Lab has introduced five tasks covering seven languages (Arabic,
Dutch, English, German, Italian, Spanish, and Turkish). It includes content from various genres
and modalities [11].

We participated in the check-worthiness task, which focused on multimodal and multigenre
content in three different languages: Arabic, English, and Spanish [11, 12, 13]. This task
comprised two subtasks – Multimodal (1A) and Multigenre (1B). We took part in subtask 1A.

In our experiments, we utilized various unimodal and multimodal transformer-based models.
Our submitted system outperformed three other systems, including the baseline, for English,
and it also surpassed the Arabic baseline. However, due to our late submission, our systems
did not secure a place on the leaderboard. After the gold labels for the test set were released,
additional experiments allowed us to match the performance of the best system for Arabic and
achieve improved results for English.

The rest of this paper is structured as follows. In Section 2, we discuss the related works
that are relevant to this study. The methodology is detailed in Section 3. The results of the
experiments, along with in-depth discussions, are provided in Section 4. Finally, we conclude
our study in Section 5.

2. Related Work

Within the scope of identifying disinformation, misinformation, and “fake news” in general, re-
search interests have focused on more specific problems. These range from automatic identifica-
tion and verification of claims [14, 15, 16], and identifying check-worthy claims [17, 18, 19, 20, 21],
to detecting whether a claim has been previously fact-checked [22, 2, 23]. Other areas of focus
include retrieving evidence to accept or reject a claim [24], checking whether the evidence
supports or denies the claim [25, 26], and inferring the veracity of the claim [27, 28, 29].

Among these tasks, check-worthiness estimation has received wider attention since the
pioneering work proposed by [30]. The aim is to detect whether a sentence in a political debate
is non-factual, unimportant factual, or check-worthy factual. This proposed system was later
extended with more data and modified to cover Arabic content [17]. Most of the earlier work on
check-worthiness estimation primarily focused on political debates [31, 18], but lately, attention

1http://www.factcheck.org
2http://www.snopes.com/fact-check/
3http://www.politifact.com
4http://fullfact.org
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Table 1
Data splits and distributions of the dataset for Subtask 1A: Check-Worthiness detection from multimodal
content.

Class labels Train Dev Dev-Test Test Total

Arabic (Multimodal)

No 1,421 207 402 792 2,822
Yes 776 113 220 203 1,312
Total 2,197 320 622 995 4,134

English (Multimodal)

No 1,536 184 374 459 2,553
Yes 820 87 174 277 1,358
Total 2,356 271 548 736 3,911

has been directed towards social media [3, 32, 33].
Significant research attention has emerged due to the CheckThat! Lab initiatives started

back in CLEF 2018 [34, 35, 36, 37]. The focus, once again, was on political debates and speeches
from a single fact-checking organization. In the 2018 edition of the task, a total of seven teams
submitted runs for Task1 (which corresponds to subtask-1B in 2021), with systems based on
word embeddings and RNNs. In the 2021 edition [38], check-worthiness estimation was offered
for both political debates/speeches and tweets, while in the 2022 edition, it was offered only for
tweets [20].

3. Experiments

3.1. Tasks and Datasets

The aim of this task is to determine whether a claim is worth fact-checking. It has been offered
in two subtasks: (i) subtask 1A (multimodal), where each instance comprises the text and the
image associated with a tweet, and (ii) subtask 1B, where each instance consists of only text,
derived from a tweet, the transcription of a debate, or the transcription of a speech. Subtask 1A
is offered in Arabic and English, while subtask 1B is available in Arabic, English, and Spanish.
As previously mentioned, our study primarily focuses on subtask 1A (multimodal).

We used the dataset provided by CheckThat! Lab. The distribution of the dataset for
subtask 1A is shown in Table 1. The dataset for the development phase consists of train, dev, and
dev-test sets, and an additional test set without gold labels was provided during the evaluation
phase. During the development phase, we utilized the train and dev sets for training and
fine-tuned the models and used the dev-test set for the evaluation of the systems. The dev-test
set is considered as a held-out set in this phase. During the evaluation phase, we classified the
test set and submitted it for the evaluation.



Exp Dataset Acc P R F1

Baseline and submitted systems

Baseline AR 0.299
Baseline EN 0.474
Our submission (ViT + araBERT) AR 0.300
Our submission (ViT + mBERT (Tweets) + mBERT (OCR)) EN 0.671

Text modality

araBERT AR 0.673 0.319 0.532 0.399
mBERT EN 0.789 0.765 0.635 0.694

Image modality

ResNet18 AR 0.601 0.422 0.166 0.238
ResNet101 AR 0.615 0.464 0.141 0.216
Vgg16 AR 0.594 0.423 0.217 0.286
Efficientnet (b1) AR 0.599 0.446 0.267 0.334
Efficientnet (b7) AR 0.601 0.442 0.235 0.307
ResNet18 EN 0.636 0.529 0.292 0.377
ResNet101 EN 0.641 0.536 0.350 0.424
Vgg16 EN 0.636 0.529 0.292 0.377
Efficientnet (b1) EN 0.611 0.473 0.289 0.359
Efficientnet (b7) EN 0.599 0.462 0.394 0.425

Multimodality

ViT + araBERT AR 0.661 0.294 0.473 0.362
ViT + mBERT (Tweets) EN 0.776 0.750 0.606 0.671
ViT + mBERT (Tweets) + Add. data EN 0.783 0.755 0.625 0.684

Table 2
Evaluation results on the test set. Best results are highlighted in bold.

3.2. Settings

For the classification experiments, we trained different unimodal and multimodal models, which
involved using (i) only text, (ii) only images, and (iii) both text and images together.

3.2.1. Text Modality

For the text modality experiment, we fine-tuned transformer models. For the English dataset,
we trained the model using the multilingual BERT (mBERT) model [39], and for Arabic, we
used the araBERT model [40]. We fine-tuned the models and selected the one that performed
the best on the development set. We used a batch size of 8, a learning rate of 1e-6, a maximum
sequence length of 512, a maximum of 50 epochs, early stopping, and employed categorical
cross-entropy as the loss function.

3.2.2. Image Modality

For the image modality experiments, we employed the transfer learning approach by fine-
tuning pre-trained deep CNN models such as VGG16, which has demonstrated success in
visual recognition tasks [41]. We utilized the weights of the model pre-trained on ImageNet to



initialize our model. We adapted the last layer (i.e., softmax layer) of the network for the binary
classification task. Our models were trained using three popular neural network architectures:
VGG16 [42], ResNet101 [43], and EfficientNet [44], all of which have shown state-of-the-art
performance in similar tasks [45, 46, 47]. During training, we employed the Adam optimizer
[48] with an initial learning rate of 10´5, which was reduced by a factor of 10 when the accuracy
on the dev set failed to improve for 10 epochs.

3.2.3. Multimodal: Text and Image

For the multimodal experiments, we utilized the network architecture reported in [49, 50], where
Vision Transformer (ViT) [51] was employed for image feature encoding, and multilingual
BERT (mBERT) was used for the textual representation. To combine both modalities, we
utilized BLOCK fusion [52], a multimodal fusion technique based on block-superdiagonal tensor
decomposition [51].

As OCR text was available in the English dataset, we trained a model by merging embedding
of tweet text with image embedding , and then applied BLOCK fusion for multimodal integration
with OCR text embedding.

Due to the highly imbalanced nature of the dataset, we conducted an additional experiment
to address this issue by applying augmentation techniques to the low minority class, aiming to
create a balanced training set. For this purpose, we employed synonym augmentation using
WordNet, which is available in the NLPAug data augmentation package.5

Evaluation measures: The official evaluation metric for the shared task is the F1 score for
the positive class. However, in our experiments, we expanded our analysis to include additional
evaluation metrics such as overall accuracy, precision, recall, and F1 scores, specifically focusing
on the positive class.

4. Results and Discussion

Table 2 presents the results of the submitted systems and additional unimodal and multimodal
experiments. In many cases, we achieved better results than the baseline for both the English and
Arabic datasets when using different modalities. Notably, the text-only modality consistently
outperformed other modalities. The performance of the image modality, on the other hand,
was relatively poor. Among the different image-only models, the EfficientNet models showed
relatively better performance. While our additional multimodal experiments demonstrated
improved results compared to the baseline and the submitted systems, they still performed
lower than the text-only modality. Further experiments are necessary to fully understand the
limitations of the multimodal models.

5https://github.com/makcedward/nlpaug
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5. Conclusion

In this paper, we present our experiments and findings on check-worthiness classification as part
of the CheckThat! Lab shared task. We provide a comparative analysis of different modalities
and report that the text-only modality yields better results overall. Through our experiments,
we observe that data augmentation plays a crucial role in improving performance. Moving
forward, our future plans involve the further development of multilingual and multimodal
models capable of capturing information from diverse modalities and languages.
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