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Abstract
The aim of Task 2 (Early Detection of Signs of Pathological Gambling) from the CLEF 2023 eRisk Work-
shop is to analyze social media users’ messages for early warning signs of pathological gambling. Given
that Pathological Gamblers are a small set compared to the Control group, we propose the utilization
of a neural network incorporating a customized loss function to effectively tackle the challenge of class
imbalance. In our proposed loss function it is possible to adjust the penalty for false positives and false
negatives, increasing the penalty for the critical false negatives. Our proposed solution demonstrates
robustness, achieving one of the highest recall rates while maintaining a competitive precision. Further-
more, our system introduces a range of potential variations that warrant further investigation.
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1. Introduction

The different editions of the eRisk workshop serve as a meeting point where different methodolo-
gies and practical approaches for early detection of different types of health risks are proposed.
The various tasks focus on the textual analysis of posts and messages from social media users.
Social media plays a crucial role in the early diagnosis of mental illnesses and other health
problems. Many people use social media regularly posting their inner thoughts and daily
experiences, sometimes showing different symptoms and signs of mental illnesses and therefore
being indicative of potential mental disorders. Given that in many cases mental health is still
perceived as taboo in our society, many patients don’t receive the necessary medical care, as a
consequence, social media emerges as a good data source to analyze mental illnesses and be
able to help potential patients.

In this article, we present a system to address Task 2 of the eRisk Workshop 2023: Early
Detection of Signs of Gambling Addiction [1]. The approach is based first on generating
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vector representations of user messages through sentence embedding, and then on detecting
positive messages using deep learning-based methods. Additionally, an original loss function is
introduced to deal with imbalanced classes or cases where false negatives have a significant
impact.

The rest of the article is structured as follows: Section 2 provides an overview of previous
work related to the task considered and the techniques used in this study. Section 3 describes the
tackled task, including the available dataset and evaluation metrics, while the developed system
is presented in Section 4. Section 5 demonstrates the configuration of the variants used for the
competition. The results obtained are compared with those of other participating systems and
discussed in Section 6. Finally, Section 7 presents the main conclusions and future lines of work.

2. Related work

In recent years, the use of AI to address mental health-related tasks has gained greater presence.
AI, and in particular NLP, has proven to be a powerful tool in the detection of mental disorders.
In previous studies, NLP has been used on electronic health records to assist in the identification
of suicidal behaviors [2, 3], achieving an accuracy of 0.47.

In this context, most of the methods used for the detection of mental disorders are based on
traditional Machine Learning techniques, such as SVM, AdaBoost or Decision Trees. The recent
interest in Deep Learning has shown a better performance [4]. However, as stated by Zhang
et al. [4] a large part of the solutions proposed are concentrated on a few mental disorders. As
one of the most prevalent disorders in the world, the absence of research on the identification
of gambling addiction stands out.

The SMM4H [5], CLEF and CLPsych [6] competitions focus on the application of machine
learning techniques in the field of mental health. In 2022, the winner of the CLPsych competition
achieved 68.9% accuracy in detecting mood changes in tweets. Years earlier, in 2019, a similar
rate was recorded in identifying users at risk of suicide based on their messages.

For several years, one of the tasks to be addressed in CLEF eRisk has been the early detection
of pathological gambling risks. By sequentially processing user interactions on social networks,
the system was to detect the first signs of pathological gambling as early as possible.

Very different approaches were used in the previous edition. The BLUE group, proposed to
train a BERT classifier, using an additional dataset generated from some Reddit mental health
communities. The UNED-NLP [7] team, participated with a system that relied on Approx
Nearest Neighbors techniques to detect positive messages. The SINAI [8] group came up with
a design based on language features. Using the last 50 user messages, a vector was obtained
which was complemented with message features such as number of words, lexical diversity
and sentence complexity. Finally it was passed through a feed-forward neural network (FFNN)
model. Similarly, in our work we propose a FFNN feed by a semantic representation of sentences.

3. Dataset

The dataset provided in this edition, is the combination of the data used in the two previous
editions (eRisk 2021 and 2022). It is composed of a number of XML files, each of which contains



a number of posts made by 4,427 users of social networks. It includes 2,298,412 messages overall.
Labels are user level and they design them as either gamblers (1) or control users (0).

In Figure 1, it is evident that both editions exhibit a significantly imbalanced dataset, indicating
a non-uniform data distribution. Specifically, the proportion of players classified as gambling
addicts in their respective sets does not exceed 7% or 4%. Previous research in supervised
classification has highlighted class imbalance, referred to as class skew or class imbalance, as
a critical factor that significantly impedes the capacity of inference algorithms to learn and
accurately generalize the minority class.

Figure 1: Class distribution of the training sets made available in eRisk 2021 and 2022. Pos label stands
for Pathological Gambler and Neg for Control subjects.

In order to enhance the message quality during the training process, a filtering approach was
employed. Specifically, users with fewer than 10 messages and the top 20 users with the highest
presence in the dataset were excluded. This strategic exclusion aimed to mitigate the potential
noise introduced by these users, thus improving the overall training efficacy.

The test set officially employed to assess the challenge, described in Table 1, is sent to the
participants iteratively through a connection to a server. The total number of users is 2174, of
which 103 are compulsive gamblers.

Table 1
Task 2 Pathological gambling. Main statistics of test collection for task 2 early detection of signs of
pathological gambling

Pathological Gamblers Control
Num. subjects 103 2071
Num. submissions (posts & comments) 33.7× 103 1.07× 106

Avg num. of submissions per subject 327 516
Avg num. of days from first to last submission ≈ 675 ≈ 878
Avg num. words per submission 28.9 20.5



4. Methods

Given a sequence of consecutive 𝑙 posts post messages written by subject 𝑘, denoted as t𝑘 =
(𝑡1𝑘, 𝑡

2
𝑘, . . . , 𝑡

𝑙
𝑘) with 𝑡𝑗𝑘 being the 𝑗-th post (i.e. text) in the succession, the aim is to get a subject-

level classification label (�̂�𝑘) to distinguish Pathological Gamblers from Control subjects. To
that end, in our approach each post (𝑡𝑗𝑘) is processed and a post-level label (𝑐𝑗𝑘) computed by
means of the architecture presented in Figure 2. With this information is attained, next, the
user-level label. The processes involved and training strategies applied are detailed in the
following sections.
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Figure 2: Design of the model for the binary post-level classification. The post 𝑗 of a user 𝑘 (𝑡𝑗𝑘) is
represented as a numeric array (𝑥𝑗

𝑘1, . . . , 𝑥
𝑗
𝑘𝑁 ). The input of the FFNN network is the concatenation of

the vector generated by the Encoder and the LDA model. The output of the FFNN (𝑐𝑗𝑘) is the estimated
post-label.

4.1. Text pre-processing

Each of the posts has two parts, a title and a body. We combined both parts to create a single
message. We conducted the following steps in order to preprocess the posts:

• Conversion to lowercase
• Characters cleaning
• Stopwords removal



Lemmatization and stemming were also incorporated prior to LDA in order to improve the
generated topics. Table 2 shows the versions of a text after applying different preprocessing
techniques. The last version would be necessary in the case of applying LDA.

Table 2
Comparison of the original text and the preprocessed versions, where Preprocessing refers to applying
the transformations mentioned in the previous list, and Lem. & Stem. generates the base form.

Original Preprocessing Lemmatization & stemming
Having no money; worst part of recovering money worst part recovering money worst part recover

4.2. Post-level vector representation

We need to get each text-post, 𝑡𝑗𝑘, converted into a fixed-size numeric vector, x𝑗
𝑘 =

(𝑥𝑗𝑘1, 𝑥
𝑗
𝑘2, . . . , 𝑥

𝑗
𝑘𝑁 ) ∈ R𝑁 that would serve as the input to the FFNN. Note that 𝑡𝑗𝑘 ∈ Σ*

being Σ the input vocabulary. Two main strategies were explored in order to get a numeric rep-
resentation (x𝑗

𝑘) given a post (𝑡𝑗𝑘): encoding and LDA. We can either use just one strategy or both
and make use of the concatenated representation leading, thus, to a longer vector representation,
as in (1), in which the vectorization by means of the encoder led to an 𝑁𝑒𝑛𝑐𝑜𝑑𝑒𝑟 = 𝑛-dimensional
array, 𝑣𝑒𝑛𝑐𝑜𝑑𝑒𝑟(𝑡

𝑗
𝑘) = (𝑥𝑗𝑘,1, 𝑥

𝑗
𝑘,2, . . . , 𝑥

𝑗
𝑘,𝑛) and the LDA yielded an 𝑁𝐿𝐷𝐴 = 𝑁 − 𝑛+1 dimen-

sional array 𝑣𝐿𝐷𝐴(𝑡
𝑗
𝑘) = (𝑥𝑗𝑘,𝑛+1, 𝑥

𝑗
𝑘,𝑛+2, . . . , 𝑥

𝑗
𝑘,𝑁 ).

The text, represented as an array of fixed size with the dimension (𝑁 ) depending on the
representation used (either encoding or LDA or both). The resulting vector representation
x𝑗
𝑘 ∈ R𝑁 is, indeed, the input for the classifier.

𝑣 : Σ* −→ R𝑁

𝑡𝑗𝑘 −→ 𝑣(𝑡𝑗𝑘) = (𝑥𝑗𝑘,1, 𝑥
𝑗
𝑘,2, . . . , 𝑥

𝑗
𝑘,𝑛, 𝑥

𝑗
𝑘,𝑛+1, 𝑥

𝑗
𝑘,𝑛+2, . . . , 𝑥

𝑗
𝑘,𝑁 ) = x𝑗

𝑘 (1)

In what follows, details are given of each strategy explored to obtain the representation, the
encoder in section 4.2.1 and LDA in section 4.2.2.

4.2.1. Post-level encoder

We wondered whether Dynamic Aggregation of Network (DAN) or Sentence-BERT (SBERT)
would generate a better semantic representation of the texts. Models such as the Universal
Sentence Encoder (USE) [9], Sentence-BERT (SBERT) [10] and Transformer-based Pretrained
Language Models (PML), allow a complex and global representation taking into account word
interactions and relations. SBERT is a variation of the traditional BERT [11] model that incor-
porates Siamese and triplet lattice structures. Such structures enable learning the similarities
and contrasts between various inputs.

USE, on the other hand, bases its architecture on convolutional and recurrent neural networks.
There are two USE variants, the most widely used is based on transformers. Nevertheless the
variant known as the Dynamic Aggregation of Network (DAN) that makes use of the dynamic
aggregation of networks approach to enhance the outcome has shorter computing time.



We represented the posts using DAN and SBERT in order to compare their performance. The
vector of size (𝑁𝑒𝑛𝑐𝑜𝑑𝑒𝑟) generated by DAN encoder is 512 while SBERT works with a vector of
size 384.

4.2.2. Topic modeling

Latent Dirichlet Allocation (LDA) is a probabilistic model able to identify the latent topics in
the posts. It enables to extract the topic distribution of each post and we used it as additional
features to represent the post. We configured LDA to extract 20 topics from the posts, leading
to a representation x𝑗

𝑘 ∈ R20.

4.3. Post-level classification

The estimated post-label-confidence 𝑦𝑗𝑘 ∈ R is an intermediate scalar obtained in our system
interpreted as the confidence score that the post 𝑡𝑗𝑘 contains traits of language related to
Pathological Gambling. When 𝑦𝑗𝑘 takes positive values, the intermediate post-level label 𝑐𝑗𝑘 is
assigned to class 1; otherwise, it is assigned to class 0, that is, 𝑔(𝑧) = 𝑠𝑖𝑔𝑛(𝑧).

Note that the 𝑓(·) transformation is attained by means of the FFNN network. These processes
are formally summarized in (2) and graphically depicted in Figure 2.

𝑔 ∘ 𝑓 : R𝑁 −→ R −→ {0, 1}
x𝑗
𝑘 −→ 𝑓(x𝑗

𝑘) = 𝑦𝑗𝑘 −→ 𝑔(𝑦𝑗𝑘) = 𝑐𝑗𝑘
(2)

With regard to the practical details of the FFNN network, we would like to mention that
it includes two layers and contains a total of 49538 to 65922 parameters, depending on the
encoder employed, respectively, SBERT or DAN. If LDA is used, there are 2560 additional
parameters.

In what the training process is concerned, the FFNN was trained on 5 epochs and setting the
learning rate to 5× 10−5. Besides, in the training stage the dropout was set to 0.2 and AdamW
optimizer was employed as it was proven effective [12]. An iterative training approach was
implemented where, in each epoch, all the messages from a user are sequentially processed to
update the parameters.

4.4. Subject-level classification

User gold label 𝑢𝑘 is the user label (either ’Control’ or ’Pathological Gamblers’) for 𝑘-th subject
as in the gold-standard, that is, the expected label for the subject. With the information attained
at post-level (as stated in section 4.3), the user-level label is estimated (̂︁𝑢𝑘). The performance of
the system is, indeed, assessed based on the difference between predicted (̂︁𝑢𝑘) and expected
(𝑢𝑘) subject-level labels.

Note, however, that there is a subtlety in the arrangement of the task: not all the post of the
user 𝑘 are given jointly, instead, the posts are presented to the system in sequentially, one by
one in their turn. That is, for user 𝑘 in the time-stamp 1 we merely count on the post 𝑡1𝑘, while
by the 𝑙-th time-stamp we would have seen a sequence of 𝑙 posts, (𝑡1𝑘, 𝑡

2
𝑘, . . . , 𝑡

𝑙
𝑘). For each post



the system must provide a user-level assessment. Hence, by the 𝑙-th round, the system has
provided a sequence of 𝑙 outputs ̂︀u𝑘 = (̂︀𝑢1𝑘, ̂︀𝑢2𝑘, . . . , ̂︀𝑢𝑙𝑘).

By the time the system needs to compute current user-level label ̂︀𝑢𝑙+1
𝑘 , it counts with current

post 𝑡𝑙+1
𝑘 and all the history:

• past sequence of posts and, inherently, their corresponding encoding: t𝑘 = (𝑡1𝑘, 𝑡
2
𝑘, . . . , 𝑡

𝑙
𝑘)

and (𝑣(𝑡1𝑘), 𝑣(𝑡
2
𝑘), . . . , 𝑣(𝑡

𝑙
𝑘))

• past sequence of computed post-level confidence scores: y𝑘 = (𝑦1𝑘, 𝑦
2
𝑘, . . . , 𝑦

𝑙
𝑘)

• past sequence of estimated post-level labels: ̂︀c𝑘 = (𝑐1𝑘, 𝑐
2
𝑘, . . . , 𝑐

𝑙
𝑘)

All this information is available and can be employed to generate ̂︀𝑢𝑙+1
𝑘 as stated in (3).

ℎ : Σ* × (Σ*)𝑙 × R𝑙 × {0, 1}𝑙 −→ {0, 1}
(𝑡𝑙+1

𝑘 , t𝑘,y𝑘,̂︀c𝑘) −→ ℎ(𝑡𝑙+1
𝑘 |t𝑘,y𝑘,̂︀c𝑘) = ̂︁𝑢𝑘𝑙+1 (3)

In our approach, however, the user-level label ̂︀𝑢𝑙+1
𝑘 is estimated as in (4).

That is, we computed the user-level label relying merely on the current post-level label
and disregarding the historic information. Needless to say, future efforts could be devoted to
leverage ℎ(·) exploiting all the information available.

̂︁𝑢𝑘𝑙+1 = ℎ(𝑡𝑙+1
𝑘 |t𝑘,y𝑘,̂︀c𝑘) = 𝑔(𝑓(𝑣(𝑡𝑙+1

𝑘 ))) = ̂︀𝑐𝑙+1
𝑘 (4)

4.5. Silver-standards explored as post-level reference

Since gold-labels are provided at user level and we trained our FFNN using posts, we needed
to get the posts labeled for the training. That is, in the training stage the estimated post-label
confidence (𝑦𝑗𝑘) must be compared to a desired or expected confidence (y′

𝑘) the underlying issue
rests on the fact that the post-level confidence is not given. This silver standard is shown in
Figure 3 As the reference post-label confidence, y′

𝑘 = (𝑦′1𝑘, . . . , 𝑦
′𝑙
𝑘), in this work we explored

two alternative silver-standard assignation strategies:

• User-based message labeling (UBL): Consists of assigning each post the label of the
user. That is, if a user is positive all it’s posts will be labeled as positive, that is, all the
components in this array, 𝑦′𝑙𝑘, equal to 𝑢𝑘.

• Approximated Nearest Neighbors (ANN): Posts are labeled using an iterative labeling
approach. First, each post is labeled with the label of the user. Then using ANN technique,
the labels are reassigned, giving to the closer posts the same labels, getting y′

𝑘 as in [7].

The heuristic post-level references employed have a deep impact in the training stage and,
needless to say, should be selected carefully. Future work can be addressed in alternative
reference assignment strategies.



4.6. Loss function across post-level labels to improve user-level label

As mentioned in section 3, the data, far from being uniform, exhibit a noticeable imbalance.
As a consequence, the neural network can become biased and achieve low precision in the
minority class. To address this problem, there are various strategies to alter the class proportion
through over-sampling and under-sampling. Following an approach closer to assigning class
weights, we have chosen to apply a loss function based on cross-entropy during the training of
the neural network. The strategy followed in our work is sketched in Figure 3.
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Figure 3: System training approach. Cross Entropy is employed to compute the loss function and
update the model for a given user. A zoom in the model was given in Figure 2.

With the sequence of posts from user 𝑘 a sequence of confidence scores is computed by the
model, post by post and y𝑘 obtained. With this, as mentioned in section 4.3, a sequence of
post-level labels are computed, that is, ̂︀c𝑘 . In the training stage, the system estimates a user-level
label taking into account all the post-level labels, as in (5), meaning that a positive post-level
label in the sequence suffices to classify the user as positive. In the training stage, the user-level
label is estimated comprising all the posts-level labels from the user. The estimated user-level
label can be compared to the ground-truth provided (𝑢𝑘) to update the model in the training
stage.

̂︁𝑢𝑘 =

{︃
1, if ∃𝑖 1 ≤ 𝑖 ≤ 𝑙 : 𝑐𝑖𝑘 = 1

0, otherwise
(5)

In the training stage, the sequence of labels computed (y𝑘) are compared with the silver-
labels proposed as reference (that is, the y′

𝑘 labels presented in section 4.5). This comparison is
quantitatively seized as the loss by means of the Cross Entropy Loss function, 𝐻(y′

𝑘,y𝑘), as
implemented in PyTorch [12]. The user-dependant loss is seized by a weight factor that allows
for a penalty as in (6).

𝐿𝑜𝑠𝑠𝑘 = 𝑊𝑢𝑠𝑒𝑟𝑘 ·𝐻(y′
𝑘,y𝑘) (6)

Our training approach does not penalize equally false positives and false negatives, indeed the



weight factor employed by our team is given in (7).

𝑊𝑢𝑠𝑒𝑟𝑘 =

⎧⎪⎨⎪⎩
4 if ̂︁𝑢𝑘 = 0 ∧ 𝑢𝑘 = 1

2 if ̂︁𝑢𝑘 = 1 ∧ 𝑢𝑘 = 0

1 if ̂︁𝑢𝑘 = 𝑢𝑘

(7)

In the experiments, a penalty of 2 was used for false positives and 4 for false negatives.
The critical false negatives were penalized by doubling the loss in those cases where the

system incorrectly predicted a positive instance. These values (1, 2 and 4) have been determined
through a sensitivity analysis and based on the objective of prioritizing false positives over false
negatives in an attempt not to miss Pathological Gamblers.

There is room for improvement in the training stage. On the one hand, the user-level labeling
strategy, i.e. (5), for instance, could be computed taking the time-stamp into account and not
just the sequence of post-labels, however, the function proposed is computationally cheap and
suited to tackle class-imbalance. On the other hand, the loss function and the penalty weight.

5. Experimental framework

5.1. Practical details

Preliminary experiments were conducted combining all the variants mentioned in the method-
ological framework, varying: the post level vector representation (involving SBERT, DAN and
LDA as mentioned in section 4.2); alternative silver-standard approaches to get a post-level
ground-truth (UBL and ANN as detailed in section 4.5); the data-set partition employed to
train the system (exploring the 2021 or 2022 and sets as mentioned in section 3). user-penalty
weights in the training stage (developed in section 4.6). These preliminary experiments were
conducted on a partition of the provided data split by year and also combined (see Figure 1).
These experiments led us to select the parametrization e.g. the penalty weights presented in
expression 7 and the same modified loss function. We found that DAN outperformed SBERT
and this is why we, eventually, discarded that encoding.

As a result, in our team, a total of 5 runs were submitted with the configurations detailed in
Table 3. Given the limitation on the number of runs to submit, greater diversity in configurations
was prioritized over variants using SBERT. Additionally, a combined model was used, which
utilizes all the mentioned variants to create a single result. The decision made by the combined
model is determined through an OR operation. Accordingly, it is, both necessary and sufficient,
for one of the variants to estimate a positive user-level label for this combined approach to
estimate positive. T he motivation behind this combined approach is to leverage the Recall even
at the expense of certain false positives, which are preferable to false negatives.

5.2. Results

In Table 4, we can see some of the best results from the competition in the main task. This allows
us to compare our proposed system, Xabi_EHU, with other submissions. Among all the system
variations, the first configuration has achieved competitive scores in all metrics, with a strong



Table 3
Submitted Runs: Description of the configurations explored. The second column refers to the encoding
strategy (explained in section 4.2.1), LDA refers to the incorporation of LDA in the post-level vector
representation (as in 4.2.2), Label indicates the labeling used in training (Sec. 4.5), and finally the
edition of the training set used (Sec. 3).

Run DAN vs SBERT LDA involved Label Train
0 DAN No UBL 2021
1 DAN Yes UBL 2021
2 DAN No ANN 2021
3 DAN No UBL 2021 ∪ 2022
4 𝑂𝑅3

𝑖=0(𝑅𝑢𝑛𝑖)

dominance in Recall. In an environment where false negatives have a significant impact, having
a high Recall is of great interest in real-world applications, compensating for small differences
in other measures. On the other hand, as seen during development, the use of LDA has resulted
in a general performance loss for the system, while training based on more precise labeling has
led to a decrease in the system’s precision. Overall, these results suggest that there are multiple
effective approaches to addressing the problem. Note that, while somehow simplistic, the UBL
approach resulted in sensitive.

Table 4
Decision-based evaluation for Task 2. Our Team is denoted as Xabi_EHU and the details of each run
were presented in Table 3.

Team Run P R F1 𝐸
𝑅
𝐷
𝐸
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F1

ELiRF-UPV 0 1.000 0.883 0.938 0.026 0.010 4.0 0.988 0.927
Xabi_EHU 0 0.846 0.961 0.900 0.030 0.012 8.0 0.973 0.875
Xabi_EHU 1 0.89 0.864 0.877 0.035 0.017 12.0 0.957 0.839
Xabi_EHU 2 0.79 0.913 0.847 0.036 0.015 13.0 0.953 0.807
Xabi_EHU 3 0.829 0.942 0.882 0.033 0.013 12.0 0.957 0.844
Xabi_EHU 4 0.756 0.961 0.846 0.031 0.013 8.00 0.973 0.823
UNSL 2 0.752 0.854 0.800 0.048 0.013 14.0 0.949 0.759
BioNLP-IISERB 0 0.933 0.68 0.787 0.038 0.037 62.0 0.766 0.603
NLP-UNED-2 1 0.957 0.883 0.919 0.034 0.016 13.0 0.953 0.876

Regarding the additional task of user ranking, Table 5 shows the performance of the top
teams in that task. As can be seen, prioritizing better Recall has led to inferior performance
compared to other teams. Without additional information, using the class probability itself as
the user’s risk level may not be a good indicator for what the competition intended.



Table 5
Ranking-based evaluation for Task 2. Our team is denoted as Xabi_EHU.
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Xabi_EHU 0 1.00 1.00 0.57 1.00 1.00 0.50 0.80 0.88 0.41 0.90 0.94 0.41
OBSER-MENH 0 1.00 1.00 0.64 1.00 1.00 0.55 1.00 1.00 0.48 1.00 1.00 0.50
ELiRF-UPV 0 1.00 1.00 0.59 1.00 1.00 0.91 1.00 1.00 0.95 1.00 1.00 0.94
UNSL 1 1.00 1.00 0.57 1.00 1.00 0.78 1.00 1.00 0.67 1.00 1.00 0.70
NLP-UNED-2 3 1.00 1.00 0.59 1.00 1.00 0.92 1.00 1.00 0.95 1.00 1.00 0.93

6. Conclusions

Our participation focuses on early detection of signs of pathological gambling. Given a sequence
of posts in a sequence, one by one, the aim is to estimate, employing as fewer posts as possible,
the subject-level label (either Control or Pathological Gambler). With the data-set highly skewed,
and being the target Pathological Gambler the minority group, we struggled to find robust
models and focused on maximizing the recall not to miss pathological gamblers. However, this
led us to the creation of a specific loss function. The data imbalance has also prevented us from
using ML-based architectures, as any attempts to generalize the data and achieve satisfactory
performance had failed. This effect can be observed in the metric values separated by classes,
where results close to 1 are obtained for the negative class, unlike the case of the positive class.
Our approach was designed with the aim to avoid over-fitting. Basically, the runs submitted
employed DAN encoder and an FFNN. The training was enhanced by means of a loss function
defined by user. The user-level label is estimated by means of a post-level label, and this strategy
required us to figure out, heuristically, the post-level label reference to train the system. Data
imbalance has been a challenge throughout the development process and, as expected, the
model obtained better results for the majority class (Control users).

The proposed system has achieved competitive performance in the tasks of binary classifica-
tion and ranking-based classification.

Since the model development has focused exclusively on the main task of binary classification,
the performance on the ranking task is lower.

Needless to say, there is room for improvement in the proposed approach. We feel motivated
to keep exploring variants to improve the user-level label estimation employed all the pieces of
information available at each stage re-defining (3) not in the simple manner we did in (4). There
are other core-issues to bear in mind, such as the definition of a reference for the post-level
confidence that are worth exploring. In any case, the approach proposed is versatile. This same
design can be extrapolated to other mental disorders, even with texts in other languages, using
the corresponding encoder. The weights of the modified loss function will vary according to
the class balance, but with an unaltered loss function, the model could be competitive.
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