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Abstract
This paper describes the participation of the SINAI team in the eRisk@CLEF lab. Specifically, one of
the proposed tasks has been addressed: Task 2 on the early detection of signs of pathological gambling.
The approach presented in Task 2 is based on pre-trained models from Transformers architecture with
comprehensive preprocessing data and data balancing techniques. Moreover, we integrate Long-short
Term Memory (LSTM) architecture with automodels from Transformers. In this Task, our team has been
ranked in seventh position, with an F1 score of 0.126, out of 49 participant submissions and achieves the
highest values in recall metrics and metrics related to early detection.
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1. Introduction

The large amount of content posted daily on social media has made them a significant source of
data for the early detection of mental disorders and risky behaviours. The eRisk@CLEF 2023 lab
[1] focuses on early risk prediction on the Internet and its goal is to promote the development
of automatic systems for the detection of mental disorders such as depression, self-harm or
eating disorders. In this edition, three tasks have been proposed:

• Task 1: Search for symptoms of depression. It is a new task consisting of ranking sentences
from a collection of user writings according to their relevance to a depression symptom.
Then, the participants will have to provide rankings for the 21 symptoms of depression
from the BDI Questionnaire

• Task 2: Early Detection of Signs of Pathological Gambling. It involves sequentially
processing writings and detecting as early as possible the first signs of pathological
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gambling. It is a continuation of Task 1 proposed for eRisk 2021 and for eRisk 2022, but
the difference is that in this edition a larger amount of training data has been provided.
The training data of this edition comprises all test users of the 2021 and 2022 tasks.

• Task 3: Measuring the severity of the signs of Eating Disorders. Its aim is to estimate a
user’s level of disordered eating from his or her history of posts. For this purpose, for
each user, a standard eating disorder questionnaire (EDE-Q) has to be filled in.

Currently, our research group SINAI1 is working on the PRECOM project2 focused on the
early detection of gambling addiction risk behaviour. Therefore, our interest in developing
systems as those expected to answer eRisk tasks is high, as it is a perfect playground to test our
approaches.

In this sense, our main goals are not only to produce systems reporting high performance but
to understand the best methods and approaches that can be applied in similar scenarios. It is not
our aim to put as many features and as many systems as possible all together in an ensemble of
predictors to gain the top ranking position, but rather to find out the best approaches that can
be applied to our project’s objectives. The design of online and monitoring tools, as is requested
in Task 1, along with the ability to understand user’s disorder, the main pursuit in Task 3, fully
matches our research interests.

This work presents the participation of our research group, the SINAI team, in Task 2: Early
Detection of Signs of Pathological Gambling.

The rest of the paper is organized as follows. Section 2 describes the details of our participation
in Task 2. It is divided into subsections in which, first, we introduce what the task consists of,
the data provided and the evaluation measures used. Secondly, the system developed and the
methodology used is presented. Thirdly, the experimental setup is detailed. Subsequently, the
results obtained and a discussion of them are presented. Finally, Section 3 shows the conclusions
obtained after participation in the eRisk lab and the perspectives for future work.

2. Task 2: Early Detection of Signs of Pathological Gambling

2.1. Task description

This particular task focuses on identifying signs of gambling addiction at an early stage by
analyzing posts from social media in the exact order they were published. The participating
systems were required to read the posts, process them, and generate a response to proceed to
the next set of posts. The dataset used for this task consists of 33,719 posts from 103 individuals
who were categorized as having a positive association with gambling addiction, as well as
approximately 1 million posts from 2,071 individuals who were not categorized as addicts [2].

The task is approached from two different perspectives: as a binary decision problem and
as a ranking (regression) decision problem. In the binary decision problem, the posts need
to be classified as either positive (label 1, indicating the presence of addiction) or negative
(label 0, indicating no addiction). The earlier the system detects the presence of addiction, the
better it performs, as reflected by the evaluation metrics proposed by the organizers, namely
1https://sinai.ujaen.es
2https://precom.ujaen.es/
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ERDE and 𝐹𝑙𝑎𝑡𝑒𝑛𝑐𝑦 , along with well-known measures such as precision, recall, and F1 scores. In
the ranking decision problem, instead of assigning binary labels, the system computes a score
representing the estimated risk of developing a gambling addiction. Various metrics commonly
used in information retrieval, such as P@10 or NDCG, are employed to evaluate this alternative
perspective of the task.

2.2. System and methods

To tackle this task, we adopted a supervised learning approach. Our models were trained using
the provided training dataset from the eRisk organizers, which combined data from the years
2021 and 2022. This dataset consists of a time series of posts authored by various users. Our
main contributions in this task have been the data processing work done as well as the handling
of the unbalanced data and the development of a new system that integrates a transformer with
an LSTM network.

We performed two different methods of pre-processing on the training data: one compre-
hensive method and another lighter method tailored to the specific system structure where it
is employed. The lighter method simply replaces URLs with tags, while the comprehensive
method involves a series of steps. Here is a detailed explanation of the extensive processing we
conducted:

• We replaced all numeric HTML entities in the post string with their corresponding
Unicode character equivalents.

• Users, URLs, and emails mentioned in the messages were identified and replaced with
#USER, #URL, and #EMAIL, respectively.

• We removed any empty characters and replaced special Unicode white-space characters
that may have been present in the text.

• Emojis were substituted with strings using the emoji library3.
• If more than seven identical punctuation marks appeared consecutively, they were reduced

to only three instances.
• Markdown formatting was removed from the text.
• We standardized the use of double and single quotes in the text string, replacing curved

quotes and curved single quotes with straight double and single quotes, respectively.

For our participation in eRisk Task 2, we trained a total of five models. Two systems utilized
the XLM-Roberta-Large [3] model, while the other three employed the RoBERTa-Large [4]
linguistic model. Four of these systems followed the architecture depicted in Figure 1.

In these four systems, although the models used and the datasets differed, they followed
the same structure. The prediction process for Task 2 involved post extraction. All posts by
each user were concatenated, and if the concatenated posts exceeded 500 words, the subject
was split into sub-subjects. This ensured that the maximum word limit was not exceeded.
The concatenated posts served as the input to either the RoBERTa-Large automodel or the
XLM-RoBERTa Large automodel. Subsequently, a Feed Forward Neural Network (FFNN) with a

3https://pypi.org/project/emoji/



Figure 1: Model architecture for the binary decision task involving the RoBERTa-Large model or the
XLM-RoBERTa Large model. The input representation is based on RoBERTa-Large tokenization or XLM-
RoBERTa Large tokenization. Each embedding of the model output is passed through a feed-forward
neural network with a hidden layer, generating a binary decision and a score as the logits.

single hidden layer was applied to generate the final predictions. The initial layer of the FFNN
had an input dimension of 1024 from the embeddings vector generated by RoBERTa. The output
size of this layer was set to 256. During the learning process, these outputs were passed through
a dropout layer with a probability of 0.5. Finally, a ReLU activation function was applied before
feeding the last FFNN with 256 inputs and 2 outputs.

However, the most innovative system among the others is the one that combines the RoBERTa-
Large model with the LSTM architecture, as illustrated in Figure 2.

Regarding the system that integrates RoBERTa-Large and the LSTM architecture, the process
begins by concatenating the last 50 posts from each subject. This is because we have studied
this number is the most appropriate according to this type of dataset as we saw in our last year
participation [5]. This concatenation is subsequently split into rounds, representing the input
to the RoBERTa-Large automodel. This approach allows us to simulate the sequencing that
will occur during the testing phase. The model’s output is then passed to an LSTM layer. The
output of the LSTM layer is further processed by a Feed Forward Neural Network (FFNN) with
a single hidden layer, generating the final predictions. The initial layer of the FFNN has an input
dimension of 1024, and the output of this layer is of size 256. These outputs are subjected to a
dropout layer (with a probability of 0.5) during the learning process. Finally, a ReLU activation
function is applied before feeding the last FFNN with 256 inputs and 2 outputs. Moreover, the
cell state and hidden state are passed to the next round in each batch.

The systems were implemented using Python packages such as scikit-learn [6], Transformers
[7], and PyTorch [8].

The training was performed on a 2xGPU NVIDIA V100 server.

2.3. Experimental setup

First, all the parameters established in these systems and presented in this document are the
result of a previous hyperparameter optimisation search carried out with Optuna4, including the
dataset selected for data balancing. This means that given a dataset with a number of subjects,
these subjects were divided into further subjects due to the sequence length limit given by the

4https://optuna.org/



Figure 2: Model architecture for the binary decision task involving the RoBERTa model and LSTM
architecture. The input representation consists of RoBERTa-Large tokenization of each subject’s message
in each round. Each embedding of the model output is passed through an LSTM layer. The output of the
LSTM is then fed into a feedforward neural network with one hidden layer, producing a binary decision.

Transformers models. For this new set, only a part of the subjects belonging to the control group
was chosen due to the initial imbalance of the data. Table 1, shows the information concerning
the search space. However, for the latest system that includes the LSTM (run 4), the parameters
were chosen according to what our hardware architecture and training time limit allowed.

Table 1
Search space in the hyperparameter optimisation process. In this case, with the variable "Data" we refer
to the number of sub-subjects belonging to the control group we are working with (in the order from
the first generated to the last).

Parameter Search space
Learning rate [1e-4, 1e-5, 1e-6]
Batch size [8, 16]
Epoch [1, 2, 3, 4]

Weight decay [0.1, 0.01, 0.001]
Max length [256, 512]

Data [5, 10, 15, 20, All]

After the search for hyperparameters, in the learning phase, a maximum length of 512 tokens
per document was set. For runs 0 to 3, the document is the concatenation of an undetermined



number of posts whose sum of their words is no bigger than 500 and the optimizer used was
AdamW. For run four, the document is the concatenation of the last 50 posts of each subject
and the optimizer used was also AdamW. In table 2 there is a summary of hyperparameters and
models used in each run.

Table 2
Summary of hyperparameters and models used in each run

Run Batch size Learning rate Weight decay Epochs Model
Run 0 8 1e-5 0.01 3 RoBERTa-Large
Run 1 8 1e-5 0.01 2 RoBERTa-Large
Run 2 8 1e-5 0.01 3 XLM-RoBERTa-Large
Run 3 8 1e-5 0.01 2 XLM-RoBERTa-Large
Run 4 8 1e-6 0 7 RoBERTa-Large & LSTM

• Run 0. This run utilized a binary classification model based on RoBERTa-Large. The
document used for training was the concatenation of an undetermined number of posts,
where the sum of their words did not exceed 500. However, due to the unbalanced
nature of the provided data, only the first 15 sub-subjects generated by our preprocessing,
with no risk of gambling pathology, and all the sub-subjects generated with the risk of
gambling pathology were considered. The training dataset consisted of 14.78% positive
subjects and 85.22% negative subjects. The model’s output score determined whether a
user was considered a potential gambler or not. Users with a score lower than 0.5 were
not considered potential gamblers, while those with a score equal to or higher than 0.5
were classified as potential gamblers.

• Run 1. Similar to Run 0, this run employed a binary classification model based on
RoBERTa-Large. The training dataset used the same structure as the other systems,
considering the first 10 sub-subjects generated by our preprocessing with no risk of
suffering gambling pathology, and all the sub-subjects generated with the risk of gambling
pathology. The training dataset for this run contained 18.84% positive subjects and 81.16%
negative subjects.

• Run 2. In this run, the model used was XLM-RoBERTa-Large, while maintaining the
other settings from Run 0.

• Run 3. Similar to Run 1, this run utilized the XLM-RoBERTa-Large model instead of
RoBERTa-Large, while keeping the remaining configurations the same.

• Run 4. This run involved a binary classification model based on RoBERTa-Large and the
LSTM architecture. The document used for training differed from the other systems due
to the longer training time required. Only the last 50 concatenated posts were considered,
with the only preprocessing step being the replacement of URLs with #URL. Additionally,
500 negative subjects were randomly selected from the unbalanced training dataset. The
training dataset for this run comprised 245 positive subjects (the sum of positive subjects
from the previous year’s data) and 500 negative subjects. The model’s output score
determined whether a user was considered a potential gambler or not. Users with a score
lower than 0.5 were not considered potential gamblers, while those with a score equal to
or higher than 0.5 were classified as potential gamblers.



2.4. Results and discussion

Salient results have been achieved with the approaches explored by our team. From the reported
results provided by the organizers, we have extracted our scores, which are shown in Tables 3
and 4.

Table 3
Results of SINAI team for Task 2 in decision-based evaluation

Run 𝑃 𝑅 𝐹1 𝐸𝑅𝐷𝐸5 𝐸𝑅𝐷𝐸50 𝑙𝑎𝑡𝑒𝑛𝑐𝑦𝑡𝑝 𝑠𝑝𝑒𝑒𝑑 𝑙𝑎𝑡𝑒𝑛𝑐𝑦𝑤𝐹1
0 0.115 1.000 0.206 0.029 0.021 1.0 1.000 0.206
1 0.124 1.000 0.221 0.028 0.020 2.0 0.996 0.220
2 0.108 1.000 0.195 0.030 0.022 1.0 1.000 0.195
3 0.126 1.000 0.224 0.029 0.020 2.0 0.996 0.223
4 0.092 0.981 0.168 0.044 0.027 3.0 0.992 0.166

In decision-based evaluation, the value of the Recall score obtained by our Runs 0, 1, 2 and
3 (1.000) is the highest among all submissions by participants (49 submissions were reported
in total). Our ERDE values are the second and fifteenth highest (0.020 and 0.028). In terms of
𝑠𝑝𝑒𝑒𝑑 and 𝑙𝑎𝑡𝑒𝑛𝑐𝑦𝑇𝑃 , we also reach top values for run 0 and run 2. Thus, it seems that a larger
unbalance of the data and a larger number of epochs contribute slightly to the improvement in
prediction. In general, the systems developed demonstrate a high capacity to correctly identify
the majority of positive subjects at a fast speed.

Table 4
Results of SINAI team for Task 2 in ranking-based evaluation

1 writing 100 writing 500 writing
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0 1.00 1.00 0.72 1.00 1.00 0.88 1.00 1.00 0.85
1 1.00 1.00 0.73 1.00 1.00 0.90 1.00 1.00 0.85
2 1.00 1.00 0.71 1.00 1.00 0.87 1.00 1.00 0.84
3 1.00 1.00 0.72 1.00 1.00 0.89 1.00 1.00 0.86
4 0.80 0.86 0.53 0.90 0.94 0.56 0.70 0.80 0.47

Regarding ranking-based evaluation (see Table 4), our team reaches one of the highest
positions. High NDCG and P@k values indicate that the systems are capable of providing
relevant and quality recommendations.

The differences in the systems developed according to the metrics appear to be minimal.
This makes sense since the systems have almost the same structure. The only different system
presented is used in run 4, which has slightly lower values than the rest of the systems, which
can be understood by the resource limitations that have been taken into account due to the time
required for execution. However, it is the one that we believe has the most promising results
with the most research time invested.



3. Conclusions and future work

This paper describes our participation as SINAI team in Task 2 of the eRisk@CLEF 2023 edition.
The former is the continuation of the first edition in 2021 and the second edition in 2022 and aims
to detect signs of pathological gambling as soon as possible. For Task 2, we have developed only
classification models using state-of-the-art pre-trained language models based on Transformers.
Besides, we explored LSTM architecture’s integration with this model type.

In future work, we plan to analyze in depth the use of the LSTM architecture for this
kind of problem as the main objective is early detection in a sequential way. We plan to test
different training strategies with the integration of a transformers model together with the
LSTM architecture. In addition, we expect to continue to work on data processing and the
imbalance present in the data.
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