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Abstract

Task 2 of eRisk 2023 shared-tasks challenge at Conference and Labs of the Evaluation Forum (CLEF)
was to focus on the early detection of pathological gambling via sequential text processing over social
media conversations. The challenge organizers have released different datasets, consisting of social
media posts and questionnaires, for all three tasks. The BioNLP research group at the Indian Institute of
Science Education and Research Bhopal (IISERB) participated in task 2 of the challenge and submitted
five runs that for five different text mining frameworks. The performance of different text classification
frameworks and their effectiveness in detecting signs of pathological gambling are demonstrated in this
paper. Several classifiers and feature engineering schemes are combined to build individual frameworks.
The features from free text are generated following the bag of words model and transformer based
embeddings methods. Subsequently, adaptive boosting, logistic regression, support vector machine, and
transformer based classifiers were used to identify the signs of pathological gambling from the social
media posts. The experimental analysis demonstrates that the support vector machine and adaptive
boosting classifier respectively using the entropy and TF-IDF weighting scheme of the bag of words
outperforms the other methods on the training set. Furthermore, the adaptive boosting classifier following
TF-IDF-based weighting scheme achieves the best precision score among all other submissions of task 2
of erisk 2023. However, the rest of the frameworks could not achieve reasonable performance which
needs to be introspected in future.
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1. Introduction

The area of research related to the early prediction of signs of mental illness through social
media analysis is fascinating and demanding in the Internet age. Pathological Gambling or
Gambling Disorder (GD), is a condition that is marked by persistent and repetitive gambling
habits, causing notable distress or disruption [1]. The estimated prevalence of GD is around 0.5
% of the adult population in the United States, while other countries have similar or potentially
higher numbers [1]. Individuals with pathological gambling are neither frequently identified
nor treated for their condition. It is common for pathological gambling to coincide with other
psychiatric disorders, such as mood, anxiety, attention deficit, and substance use disorders [2].
Moreover, pathological gambling is closely linked to other forms of addiction, as it was the

CLEF 2023: Conference and Labs of the Evaluation Forum, September 18-21, 2023, Thessaloniki, Greece

Q& talha.shekhu@gmail.com (A. Talha); tanmay@iiserb.ac.in (T. Basu)

& https://sites.google.com/view/talhaiiserb/home (A. Talha); https://sites.google.com/view/tanmaybasu/ (T. Basu)
® 0009-0002-6158-3396 (A. Talha); 0000-0002-2061-091X (T. Basu)

© 2023 Copyright for this paper by its authors. Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).

7] CEUR Workshop Proceedings (CEUR-WS.org)



mailto:talha.shekhu@gmail.com
mailto:tanmay@iiserb.ac.in
https://sites.google.com/view/talhaiiserb/home
https://sites.google.com/view/tanmaybasu/
https://orcid.org/0009-0002-6158-3396
https://orcid.org/0000-0002-2061-091X
https://creativecommons.org/licenses/by/4.0
https://ceur-ws.org
https://ceur-ws.org

first non-substance addiction to be officially recognized [3]. With the advent of social media,
we interact a lot on different social media for different purposes. Hence various social media
like Reddit, Twitter, Facebook, etc. have become valuable resources for conducting research to
identify the signs of various mental illnesses [4, 5, 6]. The CLEF eRisk group has been organizing
various shared tasks over the last few years for early prediction of risks of various disorders
using the conversations of different subjects over Reddit ', a popular social media [7, 8, 9, 10].
The eRisk 2023 lab [11] had announced three tasks, where the second task is an early prediction
of signs of pathological gambling. The data used for the same shared task last year in eRisk 2021
and 2022 has been released as the training data for task 2 of eRisk 2023. This paper introduce
five different frameworks that were developed to address the issue of early prediction of signs
of pathological gambling using conversations over social media.

We have explored various frameworks by combining different feature engineering schemes
and text classification techniques and evaluated their performance on the given training data.
Therefore the best five frameworks were implemented on the given test data submitted to the
task organizers for evaluation. The goal of these frameworks is to analyze the conversations of
individual subjects in the given training corpus to train a classifier to classify the subjects into
pathological gambling and control groups. The performance of a text classification technique
is highly dependent on significant text features and their relationship to derive a semantic
interpretation. Hence both the conventional bag of words model and the latest transformer-based
models were used to generate text features. The term frequency and inverse frequency (TF-IDF)
based term weighting scheme [12, 13] and entropy based term weighting scheme [14, 15, 16, 17]
have been used for the bag of words model. Moreover, three different attention layer based
transformer models, viz., BERT (Bidirectional Encoder Representations from Transformers)
[18], Longformer[19], RoBERTa[20] were used to generate semantic features from the given
training data. Subsequently, the performance of adaptive boosting (Ada-Boost) [21], logistic
regression (LR), Random Forest (RF), K-Nearest Neighbors (KNN) and support vector machine
(SVM) [22] classifiers have been explored on the training corpus using the bag of words features
following both TF-IDF and entropy-based weighting schemes. Furthermore, the performance
of individual transformer-based embeddings has been tested using the pre-trained sequence
classification framework of individual models.

The results show that the SVM classifier using the entropy based term weighting scheme
of the bag of words model outperforms all other frameworks on the training data in terms of
precision, recall and F1 score. The Ada-Boost classifier using entropy based weighting scheme
of bag of words achieved the highest precision score among all submissions for Task 2 of eRisk
2023 challenge on the test data, but it could not perform well on the training set. However,
few of the proposed models e.g., Ada-Boost using entropy achieved decent recall and F1 score
on the training set, but they could not achieve reasonable performance on test corpus, which
needs to be examined in future. The paper is organized as follows. Section 2 explains the
proposed frameworks for identifying pathological gambling over social media conversations.
The experimental evaluation is presented in section ??. The conclusions and significant findings
are described in section 5.

'https://www.reddit.com/
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2. Proposed Frameworks

Several text classification frameworks have been explored to identify pathological gambling
using the conversation of individual subjects over social media data from Reddit. The corpora
released by the organizers consist of documents containing the posts of Reddit users over a
period along with corresponding dates and titles in XML format [11]. Note that conversations of
each subject are composed in one XML file along with other information. All conversations of a
subject are extracted from an XML file and merged together disregarding the timestamp and title.
Hence the corpus used in the proposed frameworks to train individual classifiers only contains
free text conversations of different users. We have combined different feature engineering and
text classification techniques to identify pathological gamblers using the training corpus.

2.1. Feature Engineering

We have used both the classical bag of words model and transformer architecture based models
for generating features from the conversations of individual Reddit users.

2.1.1. Features Generated by Bag Of Words Model

The bag of Words (BOW) model is a classical text feature extraction model, which considers
each unique term of a corpus as a feature and finds the weight of a term following different
schemes [23]. Thus each document in a corpus is generally represented by a vector, whose
length is equal to the number of unique terms, also known as vocabulary [23]. Two different
terms weighting schemes are used here, viz, term frequency and inverse document frequency
(TF-IDF) based term weighting scheme [12, 23] and Entropy-based term weighting scheme [15]
as these methods had performed well in similar tasks [24, 13, 16, 17]. TF-IDF weighting scheme
assigns the weight of the term as follows:

TF-IDF(term;) = t f;; x log (é;) (1)

where N is the total number of documents in the corpus, ¢ f;; is the frequency of i*" term in the
4% document of the corpus, and df; is known as document frequency of the i** term, which
is the number of documents in which the i*" term appears [23]. Many researchers use the
entropy-based term weighting technique to form a term-document matrix from a text collection
[13, 15, 16, 17]. This method is developed in the spirit that the more important term is the more
frequent one that occurs in fewer documents, taking the distribution of the term over the corpus
into account [15]. The weight of a term in a document is determined by the entropy of the
term frequency of the term in that document [15]. The weight (W;;) of the it" term in the j"
document is defined by the Entropy? [15, 16] model as follows:

N
> Pijlog P i
J=1 ij
WZ] = IOg (tf” + 1) X <1 + Wm), Where, PZ] = N J (2)
thfij
j:

*https://radimrehurek.com/gensim/models/logentropy_model. html



Here N is the total number of documents in the corpus and ¢ f;; is the frequency of it" term in
the j*" document of the corpus. Generally BOW model generates a lot of terms which makes the
term-document matrix sparse and high dimensional which can badly affect the performance of
the text classifiers [17]. Hence 2-statistic-based term selection technique was used to identify
essential terms from the term-document matrix, which is a widely used technique for term
selection [13, 16, 25]. We have used different thresholds to choose the best terms following the
x?-statistic and evaluated the performance of individual classifiers using this set of terms on
the training corpus. The best set of terms for individual classifiers is used for experiments on
the test data. The y?-statistic for term selection is used for both TF-IDF and Entropy-based
term weighting schemes in the experiments in section 4.

2.1.2. Features Generated by Transformer Based Architecture

Some transformer architecture-based methods were used for identifying the signs of pathologi-
cal gamblers by generating relevant embeddings using the conversations of individual users.
We need to capture the long range dependency and context of the conversations effectively.
Bidirectional Encoder Representations from Transformers (BERT) is a contextualized word
representation model based on a masked language model and pre-trained using bidirectional
transformers on general domain corpora i.e., English Wikipedia and books [18]. Moreover, we
have used RoBERTa [20] model, an extension of BERT which was initially trained on a news
corpus by fixing some specific parameters and training strategies of BERT [20]. The Longformer
model [19] has significant advantages over BERT to identify long-term dependency in the given
texts [17]. As the conversations of individual subjects are recorded over a period of time in the
training corpus, Longformer may be useful to identify long-term dependency between different
conversations. The parameters of the pre-trained BERT, RoBERTa, and Longformer models
were fine-tuned using the given training corpus to generate the embeddings.

2.2. Methods for Text Classification

Adaptive Boosting (Ada-Boost), Logistic Regression, Random Forest, K-Nearest Neighbors, and
Support Vector Machine (SVM) classifiers were implemented to identify pathological gamblers
by using the conversations in the training corpus. It should be noted that these classification
methods were implemented using bag of words following both Entropy and TF-IDF-based
weighting schemes. In order to identify significant parameters for individual classifiers, the
grid search technique® was used following 10-fold cross-validation method on the training
corpus. Furthermore, we have explored the performance of pre-trained BERT, RoBERTa, and
Longformer models from the Hugging Face repository* using the training corpus.

3. Experimental Setup

The training data for individual subjects were released in XML format with identity, timestamp,
and postings with the ground truth. The proposed frameworks were evaluated using the training

*https://scikit-learn.org/stable/modules/generated/sklearn.model_selection.GridSearchCV.html
*https://huggingface.co/
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data. In the test corpus, 103 users were marked as pathological gamblers and 2071 users were
marked as the control group [11]. These training and test corpora statistics clearly indicate that
the control group has a very high number of instances compared to the pathological gamblers.

Table 1
Summary of Five Different Runs
Runs Frameworks Number of Features

BioNLP-IISERB 0 | Entropy Based Features and SVM Classifier 5000
BioNLP-IISERB 1 | TF-IDF Based Features and SVM Classifier 5000
BioNLP-IISERB 2 | Entropy Based Features and AdaBoost Classifier 5000
BioNLP-IISERB 3 | TF-IDF Based Features and AdaBoost Classifier 500
BioNLP-1ISERB 4 | Longformer Model -

We have submitted five runs using the following five different frameworks as mentioned in
Table 1. The performance of different feature engineering techniques and the classifiers were
evaluated following 10 fold cross-validation method on the training corpus. Based on these
performances, the five best frameworks were chosen, which were applied to the test corpus
and submitted as five runs in Table 2. Scikit-learn® libraries were used to implement AdaBoost,
K-Nearest Neighbor, Logistic Regression, Random Forest, and SVM classifiers. The balanced
weighting scheme of individual classes was used for each classifier to overcome the effect of the
control group over the pathological gambling class. This weighting scheme as implemented in
Scikit-learn automatically adjusts weights of individual classes inversely proportional to the
class frequencies in the training data® [17]. The pretrained embeddings of BERT’, Longformer®,
and RoBERTa’ were used from the HuggingFace library.

The performance of the proposed frameworks was evaluated in terms of precision, recall,
and f-measure using the training corpus [13]. The performance of the best five frameworks
using the test corpus was evaluated by the organizers in terms of precision, recall, f-measure,
and ERDE5 [26], ERDE5q[26], latency,., [9], speed [9] and latency-weighted F1 score [9].

4. Results and Discussion

The performances of classifiers using different feature engineering schemes are presented in
Table 2 in terms of precision, recall, and F1 scores. These results demonstrate valuable insights
for evaluating the effectiveness of different frameworks. Subsequently, the top three frameworks
were determined based on f-measure scores from Table 2. These frameworks were implemented
on the test corpus and the corresponding results are reported in Table 3 and Table 4 as published
by the organizers [11]. Analysis of Table 2 reveals that SVM using both entropy-based and
TF-IDF based term weighting schemes outperform the other frameworks in terms of precision,
recall and f-measure. Table 2 also shows that Ada-Boost using both entropy-based and TF-IDF

Shttp://scikit-learn.org/stable/supervised_learning.html
Shttps://scikit-learn.org/stable/modules/generated/sklearn.utils.class_weight.compute_class_weight.html
"https://huggingface.co/bert-base-uncased

$https://huggingface.co/allenai/longformer-base-4096

*https://huggingface.co/roberta-base
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Table 2
Performance of different frameworks on the training corpus

Feature Types Classifier Precision | Recall | F1 Score
Bag of words following Entropy | AdaBoost 0.52 0.81 0.63
based term weighting scheme | Logistic Regression 0.57 0.81 0.67
(Using given training data) Support Vector Machine 0.71 0.81 0.76
Random Forest 0.75 0.57 0.65
Decision Tree 0.26 0.71 0.38
Bag of words following TF-IDF | AdaBoost 0.71 0.71 0.71
based term weighting scheme | Logistic Regression 0.47 0.76 0.58
(Using given training data) Support Vector Machine 0.71 0.71 0.71
K-Nearest Neighbor(KNN) 0.56 0.24 0.33
Decision Tree 0.47 0.71 0.57
BERT 0 0 0
Features based on transformer | RoBERTa 0 0 0
(Using given training data) Longformer 0 0 0
Table 3
Decision-based evaluation on test data
Runs P R F1 | ERDE5 | ERDEjq | latencyrp | speed latency
weighted F1
BioNLP-IISERB 0 0.933| 0.68 | 0.787 | 0.038 0.037 62.0 0.766 0.603
(Entropy+BOW+SVM)
BioNLP-1ISERB 1 0.938|0.592| 0.726 | 0.042 0.042 62.0 0.766 0.557
(TFIDF+BOW+SVM)
BioNLP-1ISERB 2 0 0 0 0.047 0.047 - - -
(Entropy+BOW-+AdaBoost)
BioNLP-IISERB 3 1.000 | 0.049 | 0.093 | 0.045 0.045 1.0 1.000 0.093
(TFIDF+BOW+AdaBoost)
BioNLP-1ISERB 4 1.000 | 0.039| 0.075 | 0.047 0.046 19.0 0.930 0.070
(Longformer)

based term weighting schemes performs reasonably well than all other classifiers except SVM
on the training corpus. Hence these four frameworks have been executed on the test corpus.
Note that none of the transformer based models i.e., BERT, RoBERTa and Longformer could
even identify a single pathological gambler in the training corpus, however, we still implement
the Longformer model on the test corpus as it generally identify long term dependencies in text.
In fact, its performance was improved when performed on the test corpus, which can be see
from Table 3. Note that the hyper-parameters of only the final layer of BERT, RoBERTa and
Longformer models are fine-tuned using the given training corpus due to time constraints. As
the pathological gambling cases are very few in compare to the control group, the transformer
based models which are pre-trained on Books and Wikipedia, could not identify the semantic
interpretation of the conversations of the pathological gamblers. This may be the reason that
the transformer based models could not identify even a single case of pathological gambling
from the validation data and hence their precision, recall and F1-score are 0 in Table 2. Table 3



Table 4
Task2: Ranking Based Results on Test Set

Writings | Metrics BioNLP- BioNLP- BioNLP- BioNLP- BioNLP-
IISERBO IISERB1 IISERB2 IISERB3 IISERB4
(Entropy + | (TFIDF + | (Entropy + | (TFIDF + | (Longformer)
SVM) SVM) AdaBoost) | AdaBoost)
P@10 0.40 0.00 0.00 0.00 0.10
1 NDCG@10 0.60 0.00 0.00 0.00 0.10
NDCG@100 0.14 0.02 0.03 0.05 0.10
P@10 0.00 0.00 0.00 0.00 0.00
100 NDCG@10 0.00 0.00 0.00 0.00 0.00
NDCG@100 0.00 0.00 0.00 0.00 0.00
P@10 0.00 0.00 0.00 0.00 0.00
500 NDCG@10 0.00 0.00 0.00 0.00 0.00
NDCG@100 0.00 0.00 0.00 0.00 0.00
P@10 0.00 0.00 0.00 0.00 0.00
1000 NDCG@10 0.00 0.00 0.00 0.00 0.00
NDCG@100 0.00 0.00 0.00 0.00 0.00

and Table 4 [27] respectively show the decision based and ranking based results of five runs
on the test corpus as released by the organizers [11]. The ranking based results of five of our
runs are poor as we could not submit results for many stages due to a technical constraint. The
decision based results are presented in Table 3 in terms of precision, recall, f-measure, ERD E,
and ERD Es, latencyrp, latency weighted F1 and speed. It can be see from Table 3 that SVM
using entropy based term weighting scheme for bag of words performs best among all five runs,
however, this model could not achieve a place among the top five runs of eRisk 2023 in terms of
all evaluation techniques. Ada-Boost classifier achieve the best precision and latencyrp scores
and speed among all the runs in the shared task, but this method could not perform well in
terms of recall, f-measure and ERDE. The Longformer model also achieve the best precision
score among all the runs in the shared task, but it could not perform well in terms of other
evaluation techniques. It can be observed from Table 3 that the precision scores of all five runs
are sound, whereas the recall scores are not reasonable. This indicate that our frameworks have
produced many false negative cases, that means, many pathological gambling cases are wrongly
identified as control group, which is a limitation of the proposed frameworks.

5. Conclusion

The objective of Task 2 in the eRisk 2023 challenge is to create text-mining tools for the early
detection of signs of pathological gambling on social media. In order to achieve this goal,
various text mining frameworks have been constructed by using different types of text feature
engineering schemes. Based on the experimental results, the Ada-Boost classifier using the
bag of words following the conventional TF-IDF weighting scheme performed better than all
other runs in the shared tasks in terms of precision. It is worth noting that pre-trained BERT,
RoBERTa, and Longformer models were further trained using the given training corpus, which



is reasonably small to properly fine-tune necessary parameters. Hence the performance of
the transformer-based model is not reasonably well like the classical bag of words model. In
the future, we plan to develop transformer-based embeddings from scratch by collecting huge
amounts of conversations over social media, which can be further tuned for a downstream
task, like pathological gambling. Moreover, none of the proposed frameworks consider the
timestamps of individual posts of individual users and hence they could not capture the temporal
information of individual conversations, which may be another reason for the poor performance
of most of these models. We aim to incorporate the temporal information as an input to be used
to train a classification model as a future plan.
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