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Abstract

We present our systems and findings for the Exist2023 (subtask 1), a shared task for multilingual sexism
identification at CLEF 2023 [1]. Our system aims to accurately identify and evaluate the degree of sexism
in social media content in a multilingual setting considering its subjective nature. We successfully
integrated two variations of contrastive learning as an intermediate step in a conventional fine-tuning
language model pipeline. Our approach not only outperformed the sole fine-tuned method but also
achieved competitive results compared to the top scores in the competition. This substantiates the
simplicity and benefits of our approach to the task of sexism identification.
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1. Introduction

Sexism is a form of discrimination rooted in biased beliefs, stereotypes, and the oppression
of individuals, often targeting women due to their sex/gender. In today’s era, where social
networks wield significant influence, it is vital to acknowledge and combat sexism. This harmful
mindset perpetuates inequality, limits opportunities, and reinforces oppressive power dynamics,
hindering progress toward a fairer society.

Nevertheless, the automatic and reliable identification of sexist statements poses significant
challenges due to their subjective nature. This research aims to propose an approach to identi-
fying sexism taking into account varying opinions on whether a message can be considered
sexist or not. We conducted experiments using a multilingual language model on Spanish and
English messages and explored two variations of incorporating contrastive learning in a typical
NLP pipeline in order to cluster the “degree of sexism” present in a message.
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Exist2023 dataset, enabling the analysis of how perceptions of sexism can be influenced by
gender and age groups across two distinct languages. In Section 3, we offer a detailed description
of our experimental approach. Section 4 summarizes our results and offers an interpretation of
our findings. Section 5 provides a concise overview of related research on sexism identification.
Lastly, in Section 6 we conclude by highlighting our contributions and outlining avenues for
future research.

2. Sexism Identification Dataset

The dataset provided by the Exist2023 initiative consists of nearly 10K tweets (around 5.3K for
Spanish and 4.7K for English) carefully selected (to mitigate terminology, temporal and author
biases) from more than 8M tweets from 1st September 2021 till the 30th September 2022. The
dataset was roughly split into train, dev, and test roughly distributed as 70%, 10%, and 20%
respectively for both languages.

The labels for the tweets in Subtask 1 were categorized as "YES" or "NO" to indicate whether
they conveyed a sexist meaning. What sets this dataset apart is its thoughtful consideration of
the subjectivity inherent in identifying sexism. To accommodate this, the dataset follows the
learning with disagreements paradigm, where multiple annotators (six in this case) offer diverse
perspectives. Furthermore, to address potential "label bias" resulting from socio-demographic
differences among annotators, each annotator represents a unique socio-demographic profile,
including gender (MALE, FEMALE) and age group (18-22, 23-45, and 46+).

Although there are no gold annotations, the majority vote from the label annotations suggests
the proportion of sexist content existing in the dataset, which is further used for evaluation
purposes as a "hard label". Table 1 combines samples from train and dev split to showcase
the distribution of labels per language in terms of majority votes as Sexist, not-sexist, and
undetermined i.e, when three annotators consider the tweet sexist and the other three as
non-sexist

Table 1
Distribution of majority vote per language combining Train and Dev splits

Majority vote Spanish English

Sexist 43.3% 35.5%
Not-sexist 44.3% 52.9%
Tie 12.5% 11.6%

3. System description

We fine-tune Bernice [2] a multilingual RoBERTa language model that specializes in processing
language from the Twitter domain, which allowed us to handle two important aspects of the
Exist2023 dataset: the presence of English and Spanish samples, and the particularities of the
informal language used in social networks such as Twitter, including the processing of emojis

and hashtags.



Our experiments differentiate because of the addition of the contrastive learning technique
to the typical fine-tuning language model pipeline which learns an embedding space in which
similar sample pairs stay close to each other while dissimilar ones are far apart, in our contrastive
learning approach we used a regression setting where the labels we used were calculated as the
fraction of annotators that answer "Yes" divided by six (the total number of annotators). In this
manner, our method takes into consideration the subjectivity and the diversity of views of the
task in the paradigm of learning from data with disagreements.

We also leverage the different annotators’ labeling for making the final predictions, hence we
cast the Sexism identification task as a regression task that predicts the fraction of annotators
that indicated "YES". To derive the hard label, we use a rule where the model prediction has to
be greater than 0.5 to predict "YES" and "NO" otherwise.

The following summarizes our submitted systems:

1. FT: fine-tuning of the language model for a maximum of 30 epochs with early stopping.
Listed on the official leaderboard as "CIC-SDS.KN_1"

2. Freeze_CL: we added contrastive learning before fine-tuning the model and freezing
the model to only train the classifier head. Listed on the official leaderboard as "CIC-
SDS.KN_2"

3. Unfreeze_CL: the same as the second run except that the fine-tuning step updates all of
the model parameters. Listed on the official leaderboard as "CIC-SDS.KN_3"

We train with the contrastive learning objective for 10 epochs with a learning rate of 5e — 5
and a batch size of 32, we follow mainly the settings reported in [3]. In the subsequent fine-
tuning step we train for a maximum of 20 epochs (in order to have a comparable setting with
the FT setting with 30 epochs) with early stopping, learning rate of 1e — 5, and batch size of
128. We use the AdamW optimizer [4]. We use the transformers library [5] to train our models
on an NVIDIA V100 GPU with 32GB memory. We save the model with the lowest root mean
square error (rmse) score on the validation set during training. We then use the saved model to
make predictions on the unseen test set.

4. Results

Our systems ranked among the top-3 teams according to the normalized ICM metric (Information
Contrast Measure). The ICM metric [6] is a similarity function that generalizes Pointwise Mutual
Information (PMI) to compute the similarity between a model’s output and the ground truth
categories. To calculate the normalized ICM, the "Minority class" baseline (that classifies all
instances as the minority class) is considered the lowest score (i.e., 0) and the "Gold standard" is
considered the highest score (i.e., 1).

Additionally, the models of sexism identification provided two types of outputs, "Hard" labels
that classify samples into sexist or not-sexist and "Soft" labels that specify a value between 0
and 1 in order to measure "the degree of sexism" involved in the sample. These labels were used
to evaluate the models across three schemes, described as follows:

« Hard-hard evaluation: the ICM similarity between the hard system output and the
hard ground truth



+ Soft-soft evaluation: the ICM similarity between the soft system output and the soft
ground truth

« Hard-soft evaluation: the ICM similarity between the hard system output and the soft
ground truth

A summary of our experiments is presented in Table 2 where we use the Hard-Hard, Soft-Soft,
and Hard-Soft evaluation schemes to compare our model results with those obtained by the
baseline "majority_class" that classifies all instances as the majority class, and the best models
submitted to Exist2023-task-1 (which are publicly available in the original leaderboard) in the
competition, which we refer to as the "best score” and correspond to the score obtained by the
model with the highest performance in that specific evaluation. We also provide results for
Spanish only, English only, and both Spanish and English.

Table 2

Performance scores on the test set using the ICM metric (Information Contrast Measure). The columns
H/H, S/S, and H/S refer to the hard-hard, soft-soft, and hard-soft types of evaluation respectively. The
best scores obtained by our submissions are highlighted.

ALL samples Spanish samples English samples
Model H/H S/S H/S H/H S/S H/S H/H S/S H/S
Baseline 0.085 0.115 0.115 | 0.014 0.006 0.006 | 0.163 0.233  0.233
Best score 0.785 0.642 0.573 | 0.801 0.620 0.575 | 0.769 0.668  0.571
FT 0.704 0.613 0.528 | 0.688 0.569 0.510 | 0.721 0.660 0.547
Freeze_ CL 0.730 0.625 0.541 | 0.709 0.595 0.524 | 0.752 0.657 0.559
Unfreeze_CL 0.726  0.618 0.538 | 0.709 0.584 0.524 | 0.742 0.655 0.553

4.1. Analysis of results

Our results show clearly that our systems with contrastive learning (Freeze_CL and Unfreeze_CL)
perform better than the just fine-tuning model across all evaluation schemes and language
slices for Spanish and English, hence demonstrating that the addition of contrastive learning as
an intermediate step benefits the model’s ability to correctly identify sexist content. Specifically,
between our two approaches for contrastive learning, the "Freeze" is slightly better than the
"Unfreeze" model, showing that the knowledge gained by the contrastive learning step is not
forgotten to a big extent by updating the previously learned parameters. With respect to the
baseline "majority class", its weakness is quite evident and also non-informative, but it suggests
how complex the task is without proper modeling of the phenomenon. We also remark on the
outstanding performance obtained by the best models in the competition, which we refer to in
Table 2 as the "best score" for each evaluation individually, and obtained far superior scores
compared with our proposed models in some evaluation scenarios such as the Spanish hard-hard
evaluation. We hypothesize that this effect may be attributed to the multilingual nature of our
model, which offers the advantage of utilizing a single model for multiple languages. However,
as we observed, a multilingual model may also show performance variation across languages.
We leave as future work the investigation of factors that are likely to explain the observed
variation.
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5. Related works

In recent years, NLP tasks promoting tolerance and respect, including Hate Speech detection [7],
Stereotype identification [8], and gender bias mitigation [9], have gained significant popularity
and strong support within the NLP community. Among these tasks, the identification of Sexism
has emerged as a distinct field of investigation, evolving from being a subsection of hate
speech detection [10] primarily conducted in English, to a standalone task studied in multiple
languages such as French [11], Chinese [12], and even lesser-resource languages like Romanian
[13]. However, apart from the previous Exist initiatives [14, 15], which primarily concentrated
on English and Spanish datasets, there has been limited exploration of modeling and analyzing
sexism phenomena from a multilingual perspective.

6. Conclusion

Sexism continues to be a significant societal concern, gaining increased attention as social media
platforms play an ever-growing role in our lives. The need to address and mitigate sexism
on these platforms has become paramount. In light of this, our study focused on developing
effective multilingual sexism identification systems using contrastive learning. Our findings
demonstrate the superiority of our proposed systems, which incorporated contrastive learning
with and without updating learned parameters, over the traditional fine-tuning approach.

The results obtained from our experiments exceeded the performance of solely fine-tuned
models and proved to be highly competitive compared to the best scores achieved in the compe-
tition. This outcome underscores the value of exploring the integration of contrastive learning
techniques into the traditional pipelines to further advance the field of content moderation.
Moving forward, further exploration and refinement of contrastive learning approaches hold
the potential to enhance the accuracy and efficiency of sexism detection systems, leading to
more inclusive and equitable online spaces.

6.1. Future work

Further Research in this field holds exciting prospects. Firstly, we intend to extend the evaluation
of our contrastive learning approach to additional sexism datasets and explore its applicability in
related tasks such as hate speech detection. Secondly, a more comprehensive analysis is needed
to understand how language models handle the inherent subjectivity of the task, considering
varying perspectives from annotators with diverse socio-demographic profiles. Lastly, while
our participation in the binary classification task of Exist2023 was fruitful, we are eager to
investigate the potential application of our approach in a multiclass setting. These avenues of
exploration promise to deepen our understanding and improve the effectiveness of multilingual
sexism identification systems.
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