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Abstract
Sexism has become a widespread problem on social media and in online conversations. Therefore,
the sEXism Identification in Social neTworks (EXIST) challenge addresses this issue at CLEF in 2023.
In this year’s version of this international benchmark, the goal is to automatically identify sexism in
texts with the help of Natural Language Processing (NLP). The tasks are to determine whether a text
is sexist, what the source intention behind it is and which type of sexist category it belongs to. This
paper presents the contribution of our team, AIT_FHSTP, in the EXIST challenge held at CLEF in 2023.
We present three approaches to solve the classification tasks of this year’s shared task. The baseline
for all three approaches is an XLM-RoBERTa model pre-trained with additional datasets and fine-tuned
on the EXIST2023 data. For our second and third approach we extracted the fine-tuned embeddings of
the model and concatenated them with additional features. On the one hand we added sentiment and
toxicity model embeddings and on the other hand we added multiple hand-crafted features and reduced
the dimensionality with PCA. Afterwards we used these embeddings as an input for a Random Forest
classifier who generated the final predictions. Our approach combining XLM-RoBERTa embeddings with
additional crafted features and PCA achieved the 1𝑠𝑡 rank on the soft-soft evaluation of task 2 (source
intention) with Spanish content and the 2𝑛𝑑 rank for English content. For task 3 (sexism multilabel
categorization), we achieved the 3𝑟𝑑 rank in the hard-hard evaluation.
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1. Introduction

In recent years - through the rise of social networks and media - discriminatory views and
statements have been a common phenomenon, especially against women. This relates to other
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domains, such as hate speech [1] and disinformation [2]. Therefore, the shared task on sEXism
Identification in Social neTworks (EXIST) at CLEF 2023 [3, 4] tackles the issue of automatic
sexism detection in social media texts. Task 1 did not change in the third iteration of the EXIST
challenge and is still a binary classification task where each text is annotated either as sexist
or not-sexist. The second task is dedicated to source intention. This specifies whether a sexist
comment was direct, reported, or judgmental. “Direct” describes whether the comment is simply
sexist or tries to be. The label “reported” states, whether a sexist situation is reported in the
text and is not sexist by itself. Lastly, “judgmental” means that: “[...] intention was to judge,
since the tweet describes sexist situations or behaviours with the aim of condemning them.”
(see: http://nlp.uned.es/exist2023/). The third task refers to a multi-label classification into
different types of sexist content: ideological-inequality, objectification, stereotyping-dominance,
misogyny-non-sexual-violence, sexual-violence, non-sexist.

This paper presents our contribution to the benchmark, describes our approach, and summa-
rizes the obtained results for all three tasks, i.e., the binary sexism identification task (task 1), the
source intention task (task 2), and sexism categorization (task 3). To account for the bilingual
dataset we employ the multilingual model XLM-RoBERTa [5] as a baseline representation. The
XLM-RoBERTa model was pre-trained in an unsupervised manner on 10 million tweets and
additional sexism related datasets and fine-tuned on the EXIST2023 data. The methodical ap-
proach includes generating additional embeddings for task 1 and 2 using our custom pre-trained
and fine-tuned XLM-RoBERTa model. Furthermore, we utilized pre-existing, task-specific mod-
els from HuggingFace [6] to derive additional sentiment and toxicity embeddings. Besides a
simple baseline approach in which we fine-tuned this pre-trained XLM-RoBERTa model on
the EXIST2023 data, we also investigated approaches in which we used the XLM-RoBERTa
embeddings and combined them with the sentiment and toxicity embeddings as well as with
various hand-crafted features by utilizing a Random Forest [7] as classifier. Experiments with
and without dimensionality reduction via Principal Component Analysis (PCA) [8] have been
performed.

Our paper is structured as follows: Section 2 describes our methodological approach with
a focus on the employed datasets and models. The presentation of the results is presented in
Section 3), which is followed by the the discussion and final conclusions (Section 4).

2. Methodology and Evaluation

In this paper, the term “pre-training” refers to the unsupervised re-training of a model. The term
“fine-tuning” refers to the supervised training on the downstream tasks of the challenge. Our
methodological approach is based on the EXIST2023 dataset generating embeddings for three
different use cases. We generated embeddings with an own pre-trained and fine-tuned XLM-
RoBERTa (XLM-R) model [5] for the downstream tasks of this year’s competition. Additionally,
already pre- and fine-tuned models from HuggingFace [6] have been utilized to generate
additional sentiment embeddings and toxicity embeddings from the original data. The model
architecture behind these are also XLM-RoBERTa models trained on the respective tasks. In
this paper, the sentiment XLM-RoBERTa model is referred as XLM-R-SENT [9] and the toxicity
model as XLM-R-TOXI [10]. Furthermore, we employed hand-crafted features including the
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number of extracted hashtags and links per text, the word and emoji count, punctuation-,
exclamation-, and question marks, as well as the ratio of those. The generated embeddings
and features were then used as an input to train a Random Forest [7] classifier. Optionally,
dimensionality reduction of the input embeddings with Principal Component Analysis (PCA)
[8] was performed.

Following the strategy of the past two years of contributing in the challenge [11] [12], we also
trained a simple XLM-R model with the original data for generating a baseline. More detailed
information on the exact training strategies can be found in the following.

2.1. EXIST2023 Data

In an attempt to first explore the given dataset, we investigated the EXIST2023 data for potential
duplicates, compared it further with the previous years’ data, and searched for possible relations
between the hashtags and the labels of the tweets. Based on the inspection, we then determined
that common data preprocessing techniques would suffice for the tweets to be used as inputs
for the models.

The dataset includes postings from social media platforms such as Twitter and Gab, as well as
annotations for different categories of sexism which were then split into training, development,
and test partitions. The training set consists of 6,920 instances in English (3,260) and Spanish
(3,660) while the development set includes 1,038 samples and the test set contains 2,076 samples.
Each data instance is assigned a binary label (for task 1) indicating whether it is sexist (yes) or
non-sexist (no). In addition, a ternary classification assignment is provided for task 2: direct,
reported, judgmental, and a multi-label categorization is the target of task 3, i.e., ideological-
inequality, objectification, stereotyping-dominance, misogyny-non-sexual-violence, sexual-violence,
non-sexist.

2.2. External Data

To further pre-train the chosen transformer model (XLM-R) we used additional datasets - as
in our last year’s approach [12] for the EXIST2022 shared task [13]. Apart from utilizing
the EXIST2022 dataset, we incorporated additional datasets specifically created for analogous
classification tasks (refer to the following list for more details). We utilized additionally unlabeled
tweets during the pre-training process as we did in 2022. By doing so, our aim was to establish
a degree of comparability between our approach for EXIST2023 and the previous iteration.
The unlabeled tweets were extracted via the official Twitter API - specifically from the full
COVID-19 stream, which was made openly accessible in 2020 due to the pandemic (https:
//developer.twitter.com/en/docs/twitter-api/tweets/covid-19-stream/overview). We filtered the
Twitter stream with hashtags - that contain sexism related content - present in the data of
the EXIST2022 challenge. This resulted in around 40 million tweets in English and Spanish,
which was randomly sampled to a total amount of 10,475,215 for pre-training. The following
list describes the external datasets we used for pre-training:

• SOT [14] is a dataset that contains Spanish comments from the Twitch network. The
comments were extracted from user profiles of female Twitch streamers, filtered based
on topic and amount of followers. Each comment was first classified into innocuous
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or inappropriate, and afterwards into love-stuck and strongly sexist. Approximately 300
comments have been classified as inappropriate, which consist of 50% love-stuck and 50%
strongly-sexist. The other 3,000 comments were classified as innocuous.

• CMSB [15] is an English dataset that contains a total amount of 13,634 texts combining
social media posts (tweets), psychological survey items and synthetic adversarial modifi-
cations of both. The social media posts were aggregated from three published datasets:
the hostile sexism dataset [16], the benevolent sexism dataset [17] and the call me sexism
dataset [18].

• SCB [19] is a Spanish dataset about violent and misogynistic content retrieved from
Twitter. It contains a total of 5,520 instances.

• MeTwo [20] is a Spanish dataset containing Twitter comments regarding sexist innuendo,
behaviors, and expressions labeled with the following terms: SEXIST, NON_SEXIST and
DOUBTFUL. The dataset consists of 3,600 comments in total.

• SSC [21] is an English dataset with a total of 6,238 comments retrieved from Instagram and
annotated with the labels sexist and non-sexist. The authors filtered comments based on
hashtags, such as: "bloodymen", "boys", "everydaysexism", "girls", "guys", "manspalining",
"metoo", "sexism", "sexist" and "slutshaming".

• ISEP [22] is an English dataset containing workplace-related sexist comments. The
authors differentiate between unambiguous sexist comments and ambiguous or neutral
cases. The dataset contains 1,100 comments in total.

• MTM [23] is an English dataset that contains definitions from Urban dictionary. The - in
total 2,285 - definitions were labeled as misogynistic and non-misogynistic.

• HatEval2019 [24] is an English and Spanish dataset containing 13,000 English and 6,000
Spanish tweets. The main theme of the comments are hate speech against women and
immigrants. The tweets were annotated into three categories: 1) Hate Speech (against
women or immigrants), 2) Target Range (against a generic group or individual), and 3)
Aggressiveness.

2.3. Overview of Approaches

In Figure 1 a graphical overview of our approaches including the different training strategies
are displayed. The focus of our setup is on generating embeddings based on the EXIST2023 data
using different XLM-RoBERTa models and training a Random Forest on these embeddings. This
includes embeddings generated by an pre-trained and fine-tuned XLM-R model, a sentiment
detection XLM-R-SENT model [9], a toxicity detection XLM-R-TOXI model [10], and additional
hand-crafted features.



Figure 1: An overview of the various strategies implemented for the three distinct approaches (high-
lighted in blue, green, and violet). All approaches are built upon the XML-R model that was pre-trained
in an unsupervised manner on external datasets and fine-tuned on the EXIST 2023 data. The first ap-
proach (blue) leverages the predictions of XML-R. The second approach (green) incorporates sentiment
and toxicity embeddings in addition to the XML-R embedding. The third approach (violet) employs
hand-crafted features along with the XML-R embeddings.

2.4. Unsupervised Pre-Training of XLM-R

We trained the XLM-R model on the Masked Language Modeling (MLM) task with a probability
of 0.15. This means that 15% of the text gets masked randomly during training. The masked out
tokens have to be predicted during pre-training. The model was trained for five epochs with
a batch size of 16 and a learning rate of 2𝑒−5. The model was trained on the EXIST2022 data
and the additional datasets (CMSB, HateEval, ISEP, MeTwo, MTM, SCB, SOT, and SSC), but also
on a large dataset of tweets we sampled from the Covid-19 stream. To reduce the amount of
training time, we only used 10 million randomly selected samples. This resulted in an overall
training time of about seven days.



2.5. Supervised Fine-Tuning of XLM-R

For training the baselines for task 1, 2 and 3, we fine-tuned our pre-trained XLM-R on the original
EXIST 2023 dataset for three epochs using a learning rate of 3𝑒−5, linear scheduler with 500
warm-up steps, weight decay of 0.01 and a batch size of eight. We trained a binary classification
model for task 1, multi-class classification model for task 2 and multi-label classification model
for task 3. We obtained hard labels with a predicted probability threshold of 0.5. We used the
CLS-token from the last network layers to extract text embeddings for the combined approaches.

2.6. Sentiment and Toxicity Features

To enrich the baseline representation (see above), we incorporated learned embeddings from
sentiment [9] and toxicity classification models [10, 25] in our second approach. First, we ran a
few experiments on different pre-trained and fine-tuned sentiment and toxicity classification
models from HuggingFace. Then, the embeddings of the best-performing models were computed
for the training, development, as well as the test set. These embeddings were then concatenated
along with the XML-R embeddings for the final submissions of our second approach.

2.7. Additional Hand-Crafted Features

For our third approach we extracted additional hand-crafted features and followed a similar
approach as in [26]. The authors concatenated embeddings extracted from fine-tuned language
models with additional hand-crafted features and used a Multi-Layer Perceptron as classifier.
Although this approach was originally targeted at the detection of toxic content, we transferred
it to sexism detection, since we believe those domains are similar. The hand-crafted features
include:

• Hashtags: Number of extracted hashtags per text.
• Links: Number of extracted links per text.
• Word Count: Total number of words.
• Punctuation marks: Total number of punctuation marks.
• Exclamation marks: Total number of exclamation marks.
• Question marks: Total number of question marks.
• Word Punctuation Ratio: The ratio of punctuation in relation to the number of words.
• Word Exclamation Ratio: The ratio of exclamation marks in relation to the number of

words.
• Word Question Ratio: The ratio of question marks in relation to the number of words.
• Emoji Count: The number of emojis found in each text. The emojis were extracted via the

emojis library.
• Emoji Ratio: The number of emojis in relation to the number words.

2.8. Supervised Training of Random Forests

For our second approach (XLM-R_senttox), we trained the Random Forest on the embeddings
generated by our pre- and fine-tuned XLM-R model as well as with the additional sentiment
and toxicity embeddings described in section 2.6.



For our third approach (XLM-R_craft), instead of utilizing sentiment and toxicity embeddings,
we trained the Random Forest model using the additional hand-crafted features described in
Section 2.7. Here, the embeddings and the additional features were compressed with PCA
[8]. The selection of the number of components was based on a threshold of 95% (preserved
variance), ensuring that the cumulative explained variance surpasses the specified threshold.
We performed a grid-search to determine the best values for the number and the maximum
depth of the trees. For the final predictions we defined the RFs with 500 trees with a maximum
depth of 15 in both approaches.

3. Results

This section documents every result for all tasks and evaluation types for the proposed ap-
proaches on this year’s EXIST shared task. The shared task describes multiple classification
levels. After categorizing each text as sexist or not (task 1) the sexist comments have several
sub-levels (task 2 and 3). For task 2 it can only be one of the three labels and for task 3 the
labels are not mutually exclusive. The standard evaluation metrics for classification tasks would
be accuracy, precision, recall and the f1-score. However, for this year’s challenge the authors
introduced new evaluation metrics. Furthermore there are so-called "hard" and "soft" labels. In
the “hard” ground truth the final annotations are made via a gold standard such as majority
voting. In the “soft” ground truth the variability of annotations by different annotators is taken
into account. In the hard setting for each text a final label has to be predicted, in comparison to
the soft setting, where the output has to be a probability for each label. Therefore, the evaluation
combinations by the authors are defined as: hard-hard, hard-soft, and soft-soft. The first part
of the terms relate to the system output; the second to the ground truth, e.g., for hard-soft
the hard predictions are evaluated with the soft ground truth. The proposed metrics by the
organizers are ICM (Information Contrast Measure) [27] and ICM-soft. The ICM measures
the similarity of the predicted labels to the original ground truth categories. The ICM-soft is
an extension of the ICM measure by the EXIST 2023 organizers to help with the hierarchical
multilabel classification issue for soft outputs and ground truths [4]. For hard-hard the official
metric is ICM, for hard-soft the official metric is ICM-soft, and for soft-soft the official metric is
also ICM-soft. This leads to three approaches submitted to the shared task:

1. Approach 1: XLM-R_only (task 1, task 2, task 3): We fine-tuned the XLM-R on the
validation and dev data from the EXIST 2023 in a supervised end-to-end approach for the
binary classification task predicting the class labels (i.e., one output node for each class).
This approach obtained only hard predictions.

2. Approach 2: XLM-R_senttox (task 1, task 2): We used the embeddings from the
model trained in XLM-R_only and additionally we used embeddings from a sentiment
analysis and a toxicity analysis model and trained a random forest on these embeddings.
This approach obtained hard and soft predictions. For the soft predictions we used the
prediction probabilities of the Random Forest.

3. Approach 3: XLM-R_craft (task 1, task 2): We used the embeddings from the model
trained in XLM-R_only, performed a PCA on these embeddings and trained a Random



Table 1
Results of our approach for task 1 (sexism detection). Each sub-task is shown for both languages and
split by language. Cross-entropy (Cross Ent.) was not provided for hard-soft evaluation (noted with an
"X"). Runs without results are noted with "-".

Task Lang Run Approach ICM-Soft ICM-Soft Norm Cross Ent. Rank

1 Soft-Soft ALL 1 XLM-R_senttox 0.5648 0.5875 1.1491 20𝑡ℎ

1 Soft-Soft ALL 2 XLM-R_only - - - -
1 Soft-Soft ALL 3 XLM-R_craft 0.5955 0.5875 0.9392 19𝑡ℎ

1 Soft-Soft ES 1 XLM-R_senttox 0.6512 0.5667 1.1177 19𝑡ℎ

1 Soft-Soft ES 2 XLM-R_only - - - -
1 Soft-Soft ES 3 XLM-R_craft 0.6446 0.5655 0.9178 20𝑡ℎ

1 Soft-Soft EN 1 XLM-R_senttox 0.4045 0.609 1.1844 17𝑡ℎ

1 Soft-Soft EN 2 XLM-R_only - - - -
1 Soft-Soft EN 3 XLM-R_craft 0.4887 0.6211 0.9632 14𝑡ℎ

1 Hard-Hard ALL 1 XLM-R_senttox 0.485 0.6751 0.755 33𝑟𝑑

1 Hard-Hard ALL 2 XLM-R_only 0.5086 0.6901 0.7571 23𝑟𝑑

1 Hard-Hard ALL 3 XLM-R_craft 0.4832 0.6739 0.7544 34𝑡ℎ

1 Hard-Hard ES 1 XLM-R_senttox 0.4801 0.6559 0.771 31𝑠𝑡

1 Hard-Hard ES 2 XLM-R_only 0.5015 0.67 0.7709 25𝑡ℎ

1 Hard-Hard ES 3 XLM-R_craft 0.4829 0.6577 0.7721 30𝑡ℎ

1 Hard-Hard EN 1 XLM-R_senttox 0.4769 0.6942 0.7338 33𝑟𝑑

1 Hard-Hard EN 2 XLM-R_only 0.5033 0.7102 0.7387 27𝑡ℎ

1 Hard-Hard EN 3 XLM-R_craft 0.4695 0.6897 0.7338 35𝑡ℎ

1 Hard-Soft ALL 1 XLM-R_senttox 0.10.14 0.5126 X 33𝑟𝑑

1 Hard-Soft ALL 2 XLM-R_only 0.1411 0.519 X 27𝑡ℎ

1 Hard-Soft ALL 3 XLM-R_craft 0.0932 0.5113 X 34𝑡ℎ

1 Hard-Soft ES 1 XLM-R_senttox 0.2478 0.4958 X 29𝑡ℎ

1 Hard-Soft ES 2 XLM-R_only 0.277 0.5009 X 25𝑡ℎ

1 Hard-Soft ES 3 XLM-R_craft 0.2388 0.4942 X 30𝑡ℎ

1 Hard-Soft EN 1 XLM-R_senttox -0.15 0.529 X 32𝑡ℎ

1 Hard-Soft EN 2 XLM-R_only -0.0984 0.5364 X 27𝑡ℎ

1 Hard-Soft EN 3 XLM-R_craft -0.1565 0.528 X 34𝑡ℎ

Forest. This approach obtained hard and soft predictions. For the soft predictions we
used the prediction probabilities of the Random Forest.

In general in our experiments we found that our models performed best on task 2, the
multiclass classification, as well as the Spanish texts overall. For the soft-soft versions our
XLM-R_craft model scored the best results. For the hard-hard evaluation our best model was -
for task 1 as well as task 2 - the XLM-R_only. For task 3 we only submitted the XLM-R_only
model which scored 3𝑟𝑑 place for the ALL hard-hard evaluation.

In Table 1 the results for task 1 are shown, where our models performed best for soft-soft
predictions and much worse for hard-hard and hard-soft predictions. However, for the soft-soft
evaluation, the XLM-R_craft model performs best with ranking 17𝑡ℎ. On the other hand, in
task 2 (Table 2) we performed significantly better. Results show that our models had problems



Table 2
Results of our approach for task 2 (sexism detection). Each sub-task is shown for both languages and
split by language. Cross-entropy (Cross Ent.) was not provided for hard-soft evaluation (noted with an
"X"). Runs without results are noted with "-".

Task Lang Run Approach ICM-Soft ICM-Soft Norm Cross Ent. Rank

2 Soft-Soft ALL 1 XLM-R_only - - - -
2 Soft-Soft ALL 2 XLM-R_craft -1.435 0.8049 1.6486 2𝑛𝑑

2 Soft-Soft ALL 3 XLM-R_senttox -2.1619 0.7863 2.0897 7𝑡ℎ

2 Soft-Soft ES 1 XLM-R_only - - - -
2 Soft-Soft ES 2 XLM-R_craft -1.2317 0.7861 1.6415 1𝑠𝑡

2 Soft-Soft ES 3 XLM-R_senttox -1.8631 0.781 2.061 7𝑡ℎ

2 Soft-Soft EN 1 XLM-R_only - - - -
2 Soft-Soft EN 2 XLM-R_craft -1.7985 0.8264 1.6566 2𝑛𝑑

2 Soft-Soft EN 3 XLM-R_senttox -2.7485 0.8056 2.1219 8𝑡ℎ

2 Hard-Hard ALL 1 XLM-R_only 0.2229 0.7198 0.5029 6𝑡ℎ

2 Hard-Hard ALL 2 XLM-R_craft 0.1475 0.7037 0.4759 13𝑡ℎ

2 Hard-Hard ALL 3 XLM-R_senttox 0.1662 0.7077 0.4911 12𝑡ℎ

2 Hard-Hard ES 1 XLM-R_only 0.2948 0.7123 0.5414 5𝑡ℎ

2 Hard-Hard ES 2 XLM-R_craft 0.1647 0.6837 0.5007 13𝑡ℎ

2 Hard-Hard ES 3 XLM-R_senttox 0.1944 0.6902 0.5148 11𝑡ℎ

2 Hard-Hard EN 1 XLM-R_only 0.1206 0.7307 0.4488 9𝑡ℎ

2 Hard-Hard EN 2 XLM-R_craft 0.1148 0.7295 0.4412 10𝑡ℎ

2 Hard-Hard EN 3 XLM-R_senttox 0.1158 0.7297 0.4568 9𝑡ℎ

2 Hard-Soft ALL 1 XLM-R_only -6.8143 0.6675 X 15𝑡ℎ

2 Hard-Soft ALL 2 XLM-R_craft -6.3494 0.6794 X 11𝑡ℎ

2 Hard-Soft ALL 3 XLM-R_senttox - 6.735 0.6696 X 14𝑡ℎ

2 Hard-Soft ES 1 XLM-R_only -6.161 0.6451 X 15𝑡ℎ

2 Hard-Soft ES 2 XLM-R_craft -5.6617 0.6594 X 9𝑡ℎ

2 Hard-Soft ES 3 XLM-R_senttox -6.0034 0.6496 X 13𝑡ℎ

2 Hard-Soft EN 1 XLM-R_only -8.1348 0.6875 X 15𝑡ℎ

2 Hard-Soft EN 2 XLM-R_craft -7.6509 0.6981 X 12𝑡ℎ

2 Hard-Soft EN 3 XLM-R_senttox -8.0912 0.6885 X 14𝑡ℎ

in classifying the non-sexist samples from task 1. For task 2 the models performed especially
well for the Spanish texts in combination with the additional hand-crafted features. In Table 3
the results for task 3 are shown. For task 3 we only submitted the XLM-R_only model which
scored 3𝑟𝑑 place for the English hard-hard evaluation.

4. Discussion & Conclusion

In this paper, we provided the details on our submission to the EXIST 2023 benchmark, which
consists of three tasks on the classification of sexist content. We presented three approaches
using an XLM-R model as a baseline. We pre-trained the already available XLM-R model with
10 million tweets containing hashtags from last year’s shared task data (EXIST 2022) as well



Table 3
Results of our approach for task 3 (sexism detection). Each sub-task is shown for both languages and
split by language. Cross-entropy (Cross Ent.) was not provided for hard-soft evaluation (noted with an
"X"). Runs without results are noted with "-".

Task Lang Run Approach ICM-Soft ICM-Soft Norm Cross Ent. Rank

3 Soft-Soft ALL 1 XLM-R_only - - - -
3 Soft-Soft ES 1 XLM-R_only - - - -
3 Soft-Soft EN 1 XLM-R_only - - - -

3 Hard-Hard ALL 1 XLM-R_only 0.2366 0.6372 0.5842 3𝑟𝑑

3 Hard-Hard ES 1 XLM-R_only 0.2681 0.6454 0.5995 3𝑟𝑑

3 Hard-Hard EN 1 XLM-R_only 0.1837 0.6263 0.5609 4𝑡ℎ

3 Hard-Soft ALL 1 XLM-R_only -13.6923 0.5833 X 16𝑡ℎ

3 Hard-Soft ES 1 XLM-R_only -12.4109 0.5999 X 16𝑡ℎ

3 Hard-Soft EN 1 XLM-R_only -15.2332 0.5656 X 20𝑡ℎ

as with additional annotated datasets related to the topic. We then fine-tuned this XLM-R
model on the EXIST 2023 data to achieve baselines for tasks 1-3. To enhance our baseline we
integrated several additional features for our second and third approach (targeted embeddings
for sentiment and toxicity representation as well as hand-crafted features) and trained a Random
Forest on top of them to obtain final hard and soft labels.

Results show that our approaches performed best on task 2, in particular for the Spanish
content. For the soft-soft evaluation the XLM-R model with hand-crafted features scored best.
For Spanish content we achieved the best results among all participants. For the hard-hard
evaluation the best approach was the XLM-R_only for task 1 as well as for task 2. For task 3 we
only submitted the XLM-R baseline which scored 3𝑟𝑑 across all participants. In the future, we
intend to investigate the combination of our findings from EXIST 2022, which involved data
augmentation, using translations, and additional datasets for fine-tuning, with the approach
employed in the current year.
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