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Abstract
The third edition of the EXIST shared task focuses on the identification and categorisation of sexism in
social networks. This edition will take place as a lab in CLEF 2023. There are two innovations in this
edition. The main one is the perspective of learning with disagreements instead of classification with
hard labels. The other novelty is the Source Intention task, which focuses on determining the author’s
intention. It distinguishes among direct messages whether the intention is to incite sexism, to report
and share sexist situations suffered by women, or to judge sexist situations with the aim of condemning
them. As in previous editions, there are documents in English and Spanish. Our proposal to solve all
tasks in both languages is to combine sentence embeddings from several multilingual and Spanish Large
Language Models with linguistic features. We achieve position 11 in the first task (sexism identification)
and position 10 in the second task (source intention), both using the Soft vs. Soft paradigm for Spanish
and English combined. For the third task (sexism categorisation) we achieve 18th position using the hard
vs. hard paradigm.
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1. Introduction

In this paper we describe the UMU team’s participation in the third edition of EXIST [1, 2],
which focused on the identification and categorisation of sexism in social networks. Under the
umbrella of anonymity that social networks provide, women suffer discrimination, abuse and
other sexist behaviour. This behaviour is difficult to detect and remove automatically.

In this new edition, the organisers propose the latest challenges of sexism identification and
categorisation with a new perspective: learning with disagreements. EXIST 2023 has three tasks.
The first task is a binary classification, called sexism identification, in which the participants
need to determine if a text is sexist. The second task is a multi-classification task called source
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Intention, which focuses on determining the author’s intention by distinguishing between (1)
direct messages, if the intention is to write a sexist message; (2) reported, if the intention is to
report a sexist situation; and (3) judged, if the intention is to judge. The third task is a multi-label
classification called sexism categorisation, which focuses on identifying sexist characteristics.
The labels are: (1) ideological and inequality, if the message downplays feminism or, equality
between men and women; (2) stereotyping and dominance, if the message includes stereotypes
about social roles; (3) objectification, if the message includes physical characteristics about
beauty standards or hyper-sexualisation.

Our research group has experience in the detection of hate speech in general [3] and misogyny
in particular [4] with the compilation and evaluation of several corpora in Spanish. In English,
however, our experience is more limited, since we have participated in the previous editions of
EXIST [5, 6] and other joint tasks that include English as one of their subtasks [7].

2. Dataset

The EXIST 2023 dataset followed the same methodology used in previous editions [8, 9]. The
dataset includes texts in Spanish and English, and was crawled for specific expressions and
terms that are commonly used to undervalue the role of women. The organisers also included
seeds that are commonly used in both sexist and non-sexist contexts to avoid labelling bias. The
first phase of the dataset compilation yielded more than 8 million tweets, with tweets written
between 2021 and 2022. This dataset also includes other strategies and heuristics to mitigate
temporal and terminological bias.

For the learning with disagreements paradigm, this edition does not include strict gold
annotations, but the data from the 6 annotators separately. These annotators were selected to
cover a wide range of demographic characteristics, including age range and gender. For this
reason, we trained the first task as a regression task instead of a binary classification. In this
sense, each comment is labelled with the number of annotators who indicated that a text is
sexist. Using this approach, the training split of the EXIST 2023 shared tasks has an average
of 2.733 YES with a standard deviation of 2.079. The final output considers a text to contain
sexism if the regression model returns a value equal to or greater than 2.5. The soft labels are
the output of the regression model normalised to a range of 1–10.

Table 1 shows the label distribution for subtasks 2 and 3. As can be seen, we extracted a split
from the dataset provided for individual validation (in a ratio of 80-20) using label stratification.
Task 2 has an important imbalance between labels, with direct sexism being the label with the
most examples and judgement and reporting with a similar number of examples. For Task 3,
the dataset has more balance between the characteristics. We have included the number of
unknown responses.

To examine the dataset, we extract linguistic clues from UMUTextStats [10] and calculate
the information gain for each label to observe the details of the language used in the corpus.
In Figure 1 (Task 1) it can be seen that the documents labelled as sexist have more lexis about
gender and social groups, concerning women and family groups. There is also strong offensive
language and morphological features about proper nouns. Looking at the information gain
for task 2 (see Figure 2), there are no relevant differences between the classes. The exception



is the use of offensive language in sexist messages labelled as direct. It should also be noted
that messages containing moral judgements are more correlated with family social groups.
Finally, regarding the categorisation of sexism (see Figure 3), we can observe: (1) a presence
of adjectives in tweets labelled as ideological inequality, (2) anger and offensive language in
misogyny documents but without sexual violence, (3) offensive language and lexis related to
health in objectification, (4) lexis related to sex with sexual violence and (5) stereotyping and
dominance.

3. System architecture

In this section we describe our pipeline for solving all three tasks of EXIST 2023.
The dataset contains texts in two languages: Spanish and English. In previous editions, we

evaluated the two languages separately, but in this edition we decided to train all languages
together due to the development of state-of-the-art multilingual LLMs. In a nutshell, we have
fine-tuned several LLMs for each task, including multilingual models (multilingual BERT [11],
MDeBERTA [12], XLM [13], and XLMTwitter), but we also have some Spanish models (BETO
[14], MarIA [15], BERTIN [16], DistilBETO [17], ALBETO [17]). Linguistic features (LFs) from
UMUTextStats were also used for classification [10]. It should be noted that this tool is designed
for Spanish, but a subset of these features can be used for English.

First, for each LLM and subtask, we perform a hyperparameter tuning of 10 models to fine-
tune them. We evaluate the learning rate, the number of epochs between 1 and 5, the batch size
(8 and 16), the warm-up steps and the weight decay to adjust the learning rate in the early steps
of training. The results of this process are shown in table 2. It can be observed that all models
require 3 or more epochs for training and that Task 3 requires more complex models to achieve
the best results for each LLM.

Once all the LLMs have been fine-tuned, we extract the classification token for each document,
LLM and task. To do this, we proceed as indicated in SentenceBERT [18] and extract the [CLS]
token. The result of this process is that each document is represented by a unique vector of fixed
length. We use this vector to train a new multi-input neural network following a knowledge
integration (KI) strategy. The training is performed by Keras in a deep neural network. This
model has one input layer for each LLM and another input layer for the LFs. We also train other

Table 1
Datasets statistics for Tasks 2 (left) and 3 (right)

label train val total

– 3175 2090 5265
direct 992 665 657
judgemental 296 225 521
reported 309 206 515

total 4772 3186 7958

label train val total

ideological inequality 2013 1390 3403
misogyny non sexual violence 1526 1053 2579
objectification 1857 1173 3030
sexual violence 1140 722 1862
stereotyping dominance 2253 1475 3728
unknown 114 67 181

total 8903 5880 14783



(LEX) social-social-female

(LEX) social-social-family

(LEX) sex

(MOR) morphology-verbs-function-
main

(MOR) morphology-nouns

(MOR) morphology-nouns-proper

(REG) offensive-speech-strong

(ERR) orthographics-misspelled-words

(MOR) morphology-verbs-mode-
subjunctive

(STY) corpus-titlecase

0% 25% 50% 75% 100%

sexist non-sexist

Figure 1: Information gain of the linguistic features on the labels for task 1. In this case, the labels have
been transformed into a binary classification problem, where any document with three or more positive
votes is considered sexist.

neural networks for each LLM and another for the LFs to build different ensemble learning
strategies to combine the predictions and probabilities for each feature set. The result of this
process is shown in table 3. Looking at the architecture of the neural networks, for task 1 most
of the neural networks are flat, i.e. they have few hidden layers (except BETO) and a brick shape
(i.e. all hidden layers have the same number of neurons). For tasks 2 and 3, however, the best
results are usually achieved with deep neural networks and complex shapes such as triangles,
diamonds or long funnels and a large number of neurons. For all tasks, it is usually better to
use a dropout to avoid overfitting.

In addition to KI, we test another strategy for combining the features. The predictions of the
models using only one LLM and the model of the LFs are combined using ensemble learning.
For task 1, we only average the predictions of the model as we treat this task as a regression
task. For the other two tasks, we evaluate three strategies: (1) mode of predictions, (2) averaging
of probabilities, and (3) obtaining the highest probability.



(LEX) social-social-female

(MOR) morphology-verbs-
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- direct judgemental reported

Figure 2: Information gain from linguistic features to labels for Task 2

3.1. Custom validation

For Task 1, we transform the binary classification task into a regression task to account for the
disagreement between the annotators of the corpus. That is, we count how many annotators
considered each text to be sexist.

We report the results for Task 1 with our own validation scheme using Explained Variance
(EV), Root Mean Squared Logarithmic Error (RMSLE), Pearson R, R Square (R2), Mean Average
Error (MAE), Mean Squared Error (MSE) and Root Mean Squared Error (RMSE). The results
are reported in Table 4. The best results are achieved with Knowledge Integration (KI) for all
metrics, and Ensemble Learning also achieves good results, suggesting that the combination of
features is beneficial for this task.

For tasks 2 and 3, the results for custom validation split are reported in Table 5. In this sense,
we train both tasks as they are, a multi-classification for task 2 and a multi-label for task 3.
We report our results with the traditional scoring scheme, using the macro-average precision,
recall, and f1-score. In this case, the best results are obtained with KI for Task 2 with the best
recall and F1-score but with the best precision is obtained with an ensemble learning based on
the mode. In the case of Task 3, the ensemble learning strategies achieve better results with
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Figure 3: Information gain from linguistic features to labels for Task 3

an F1-score of 53.718% averaging probabilities and, the best recall of 82.633% with the highest
probability, but the best precision is achieved by the multilingual DeBERTa model.

4. Results of the official Leaderboard

This edition of EXIST incorporates the paradigm of learning with disagreement, which is
considered in both sides of the evaluation process [19]. There are three types of evaluation,
known as hard vs hard, hard vs soft and soft vs soft, but all of them use the Information
Contrast Measure (ICM) metric. ICM is a similarity function. It generalises the Pointwise
Mutual Information (PMI) and computes the similarity to the ground truth categories. For the
multi-label classification task (Task 3), the organisers have defined an extension of ICM called
ICM-soft, which accepts both soft system outputs and soft ground truth assignments.

In the Hard vs. Hard scoring, the scoring compares fixed labels rather than probabilities.
The organisers rely on a probabilistic threshold for each task. For task 1, the majority vote;
for task 2, the class annotated by more than two annotators; and for task 3, the annotations
made by more than one annotator. It should be noted that texts in which there is no majority



class are excluded from the evaluation. In addition, the ranking includes the F1 score for the
positive class in task 1 and the macro-weighted F1 score for tasks 2 and 3. In the Hard vs. Soft
evaluation, the evaluation compares the hard output with the probabilities assigned to each
label. This uses the ICM-soft as the official scoring metric. The probabilities of the labels for
each text are calculated according to the distribution of labels and annotators. Note that there
are texts labelled as unknown and that annotations are not taken into account. Finally, the soft
vs. soft evaluation compares the probabilities assigned by our systems with the probabilities
assigned by the annotators. Again, the ICM-soft metric is used as a benchmark.

We have three runs for each task. We select these runs based on the best results using our

Table 2
Hyperparameter optimisation of LLMs

LLM learning rate epochs batch size warmup steps weight decay

Task 1

ALBETO 4.8e-05 3 16 500 0.045
BERTIN 1.8e-05 2 8 250 0.16
BETO 3.6e-05 5 16 500 0.074
DISTILBETO 2.4e-05 2 16 0 0.0038
MARIA 4.2e-05 4 8 0 0.065
MBERT 4.4e-05 3 16 500 0.13
MDEBERTA 3.9e-05 5 8 0 0.19
XLM 4e-05 4 8 1000 0.094
XLMTWITTER 4e-05 4 16 500 0.12

Task 2

ALBETO 4.2e-05 5 16 0 0.13
BERTIN 1.6e-05 5 16 500 0.3
BETO 2.6e-05 3 8 0 0.26
DISTILBETO 1.4e-05 3 8 500 0.24
MARIA 4.9e-05 5 16 1000 0.14
MBERT 2.9e-05 4 8 1000 0.12
MDEBERTA 4.8e-05 5 8 0 0.28
XLM 1.4e-05 5 8 0 0.26
XLMTWITTER 5e-05 4 16 0 0.2

Task 3

ALBETO 4.4e-05 5 8 250 0.18
BERTIN 4.3e-05 5 8 1000 0.2
BETO 1.8e-05 4 8 250 0.15
DISTILBETO 2.9e-05 5 8 1000 0.21
MARIA 4.6e-05 4 16 250 0.27
MBERT 4.5e-05 3 8 500 0.24
MDEBERTA 2.2e-05 5 8 1000 0.25
XLM 4.5e-05 3 8 500 0.025
XLMTWITTER 3.8e-05 3 8 250 0.011



custom validation split. For Task 1, our first run is based on knowledge integration, the second
run is an ensemble learning strategy, and the third run is based on linguistic features. Our
results for the first task are described in Table 6. We ranked 11th for the soft-soft scheme, out

Table 3
Results of the hyper-parameter optimisation stage using Keras of the LFs (LF), each LLM and the
multi-input neural network using Knowledge Integration (KI).

feature set shape layers neurons dropout lr batch size activation

Task 1

LF brick 1 128 0.2 0.01 32 sigmoid
ALBETO brick 2 4 0.2 0.001 64 linear
BERTIN brick 2 128 0.3 0.001 32 relu
BETO brick 5 37 0.1 0.001 64 sigmoid
DISTILBETO brick 2 4 0.1 0.01 64 linear
MARIA long funnel 3 128 0.3 0.01 64 tanh
MBERT brick 2 1 0.1 0.01 64 linear
MDEBERTA funnel 8 128 False 0.001 32 sigmoid
XLM brick 4 37 0.2 0.01 64 sigmoid
XLMTWITTER brick 2 1 0.2 0.001 64 linear
KI brick 4 4 0.1 0.001 64 sigmoid

Task 2

LF brick 1 128 0.1 0.01 512 linear
ALBETO triangle 7 512 0.1 0.01 512 tanh
BERTIN brick 6 128 0.1 0.01 128 elu
BETO long funnel 5 256 0.3 0.01 512 elu
DISTILBETO funnel 4 128 False 0.01 128 selu
MARIA long funnel 5 128 False 0.01 256 selu
MBERT brick 5 128 0.2 0.01 128 selu
MDEBERTA long funnel 5 256 0.1 0.01 256 elu
XLM triangle 5 512 0.1 0.01 256 elu
XLMTWITTER rhombus 6 256 False 0.01 128 elu
KI diamond 3 64 0.2 0.001 512 sigmoid

Task 3

LF brick 1 128 0.1 0.01 512 linear
ALBETO triangle 7 512 0.1 0.01 512 tanh
BERTIN brick 6 128 0.1 0.01 128 elu
BETO long funnel 5 256 0.3 0.01 512 elu
DISTILBETO funnel 4 128 False 0.01 128 selu
MARIA long funnel 5 128 False 0.01 256 selu
MBERT brick 5 128 0.2 0.01 128 selu
MDEBERTA long funnel 5 256 0.1 0.01 256 elu
XLM triangle 5 512 0.1 0.01 256 elu
XLMTWITTER rhombus 6 256 False 0.01 128 elu
KI diamond 3 64 0.2 0.001 512 sigmoid



of more than 50 results with the knowledge integration strategy. The rank of our runs varies
according to the evaluation scheme. For example, we get better results with the ensemble
learning strategy in Hard vs Hard and Hard vs Soft, but a worse rank. The third run, based

Table 4
Results with the custom validation split for subtask-1, reported as a regression task. The results are
organised by feature set. The first block is the linguistic features, the second block are the LLMs, and
the third and fourth blocks are the Knowledge Integration strategy and an ensemble learning based on
average results respectively.

feature-set EV RMSLE PEARSONR R2 MAE MSE RMSE

LF 0.288 0.370 0.537 0.288 1.464 3.077 1.754

ALBETO 0.515 0.251 0.718 0.515 1.160 2.097 1.448
BETO 0.565 0.226 0.752 0.565 1.099 1.879 1.371
MBERT 0.487 0.260 0.699 0.487 1.187 2.217 1.489
MARIA 0.571 0.221 0.756 0.571 1.085 1.853 1.361
DILSTILBETO 0.524 0.250 0.724 0.524 1.161 2.059 1.435
MDEBERTA 0.558 0.230 0.747 0.558 1.112 1.912 1.383
BERTIN 0.539 0.234 0.734 0.539 1.127 1.995 1.413
XLM 0.482 0.268 0.694 0.482 1.217 2.240 1.497
XLMTWITTER 0.554 0.236 0.745 0.554 1.125 1.930 1.389
KI 0.599 0.204 0.774 0.599 1.039 1.734 1.317

EL (MEAN) 0.581 0.229 0.770 0.581 1.110 1.812 1.346

Table 5
Results with custom validation for tasks 2 and 3. The results are organised with the LFs (LF), all LLMs
separately, the Knowledge Integration strategy (KI), and the three evaluated ensemble learning strategies
(EL). All metrics are macro weighted

Task 2 Task 3

feature-set precision recall f1-score precision recall f1-score

LF 33.395 31.155 29.939 36.740 61.685 44.277
ALBETO 32.461 36.253 34.171 49.185 49.313 49.135
BERTIN 50.303 42.744 44.580 52.062 49.020 49.045
BETO 55.637 45.678 47.633 49.830 54.773 51.617
DILSTILBETO 49.672 44.760 46.242 50.299 50.527 49.382
MARIA 51.527 46.565 48.098 50.930 52.697 51.114
MBERT 41.059 39.481 39.737 44.477 57.825 49.913
MDEBERTA 52.533 45.767 47.808 54.002 48.575 50.576
XLM 49.597 43.910 45.366 43.494 66.196 50.201
XLMTWITTER 52.899 44.596 46.648 52.992 49.986 50.525
KI 55.932 53.245 54.356 49.999 56.565 52.552
EL (HIGHEST) 56.667 42.323 45.615 32.612 82.633 46.387
EL (MEAN) 57.878 42.252 44.495 52.385 56.616 53.718
EL (MODE) 59.281 40.998 43.015 51.355 54.345 52.542



on linguistic features, obtained the worst results. This result does not attract our attention, as
the linguistic features are more limited than approaches based on fine-tuning large pre-trained
models.

Table 6
Official results for Subtask 1, including soft and hard labels. Ranking is by runs

Soft vs Soft Hard vs Hard Hard vs Soft

Team Rank ICM-Soft Rank ICM-Hard Rank ICM-Hard

UMUTeam 1 11 0.6818 29 0.5053 23 0.1578
UMUTeam 2 23 0.4969 24 0.5083 21 0.1614
UMUTeam 3 36 -0.346 56 0.1882 58 -0.7329
baseline majority class 47 -2.3585 66 -0.4413 67 -2.3585
baseline minority class 52 -3.0717 69 -0.5742 70 -3.0717

The official results for Task 2 are given in Table 7. The first run is based on Knowledge
Integration, but the second and third runs are based on individual LLMs, MarIA and multilingual
DeBERTA. In this case, we get our best results with the Hard vs. Soft scheme, achieving second
and third place with the individual models. These results attract our attention because MarIA
is only focused on Spanish. However, in the other evaluation schemes, MarIA’s results are
more limited. For example, in the Soft vs. Soft scheme we obtained our best result with the
multilingual DeBERTA (run 3), but MarIA (run 2) obtained the most limited results.

Table 7
Official results for Subtask 2, including soft and hard labels. Ranking is by runs

Soft vs Soft Hard vs Hard Hard vs Soft

Team Rank ICM-Soft Rank ICM-Hard Rank ICM-Soft

UMUTeam 1 10 -2,5674 14 0.1409 5 -5.5369
UMUTeam 2 18 -4,0482 17 0.1409 2 -5.12
UMUTeam 3 9 -2,5405 21 -0.1349 3 -5.3093
baseline majority class 22 -5.4465 29 -0.9504 4 -5.446
baseline minority class 27 -32.9552 35 -3.1545 36 -32.9552

Finally, we report our results for the third task 3 in table 8. Note that we do not send
probabilities for this task, so only the hard vs. hard and soft vs. hard results are reported. In this
sense, the first run is based on ensemble learning averaging the results, the second run is based
on knowledge integration, and the third run is based on ensemble learning based on mode. For
both schemes, we achieve our best results with the third run based on mode based ensemble
learning (rank 16 and rank 27).

5. Conclusions and further work

This working notes summarises our participation in the third shared task of EXIST, which
includes the learning with disagreements paradigm and an additional multi-classification task to



determine the authors’ intentions. Our approach to solving all tasks is based on the combination
of multilingual LLMs and LFs using KI and ensembles. We are satisfied with our participation,
as we achieve competitive results in all tasks. As an improvement of our work, we need to
perform our own validation taking into account the disagreements of the annotators, since we
rely on hard metrics in order to select the best values.
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