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Abstract
This paper introduces our methodology for addressing the three EXIST2023 tasks focused on Sexism Identification in Social Networks. Our proposed solution leverages advanced multi-lingual transformers, specifically XLMR and MiniLMV2, which serve as state-of-the-art frameworks for handling the provided data. Additionally, we employ a data-processing pipeline and task-specific metrics to fine-tune the pre-trained model. The evaluation of our solution demonstrates promising outcomes on the testing set and attains a commendable overall ranking within the competition, particularly excelling in the Soft-Soft evaluation. Our proposed architecture successfully tackles all tasks with favorable outcomes, while also offering opportunities for further enhancements. While the Hard evaluation could benefit from improvements, it is worth noting that our models exhibited signs of overfitting when trained on the available data. In light of this, we made the decision to provide them with more flexibility in the classification process. This approach allowed for increased adaptability and potentially better generalization when handling unseen data instances.
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1. Introduction

The following document serves as the working notes for our submission to EXIST 2023, described in [1] and, representing the efforts of the AlexPUB team. EXIST is a renowned series of scientific events and shared tasks focused on the identification of sexism in social networks. The objective of EXIST is to encompass sexism in its entirety, ranging from overt misogyny to more subtle manifestations involving implicit sexist behaviors.

For this particular event, we tackled three interrelated tasks:

- TASK 1: Sexism Identification - This task involved a binary classification approach.
- TASK 2: Source Intention - We employed a multi-class (4) classification technique to discern the intentions behind the identified sexism.
- TASK 3: Sexism Categorization - To achieve a comprehensive understanding, we employed a multi-label classification strategy for categorizing sexism.
While addressing each task, we leveraged a state-of-the-art pipeline that utilizes transformers. This pipeline demonstrates adaptability, allowing us to tailor our approach to the specific requirements of each task, including the generation of labels and the choice of evaluation metrics.

Transformers have emerged as the leading methodology for text-related operations, particularly in the realm of classification. We take advantage of the remarkable capabilities of transformers, making use of industry-trained models facilitated by the Hugging Face platform. Furthermore, we fine-tune these models to optimize their performance for our particular task.

2. Related Work

In the current literature, many solutions have been proposed for detecting harmful content. Some solutions focus on how embeddings affect the classification results [2, 3, 4], others propose new stacked deep neural networks [5] or transformer-based ensemble models [6]. Furthermore, there are methods that also methods that consider network-dependent information [7]. Another research direction deals with network immunization [8, 9, 10]. These methods consider different information diffusion strategies [11, 12, 13] to identify harmful nodes and stop the spread within the social network of harmful content.

Sexism, a type of harmful content, is the act of discriminating against another person based on their gender. For the task of EXIST2023 we will be leveraging social-media data and tackling it in 3 NLP-oriented tasks, namely classification tasks. With previous experience and promising results using transformers [13] and confirmed in EXIST2021 by [14], we plan using a more-task optimized transformer, to tackle the multi-lingual problem, namely XLM-RoBERTa [15]. While classical ML models offer good results, as shown in [16] or [14] where the authors obtain better results with them on the test set, transformers manage to obtain a better representation.

3. Experiments

XLM-RoBERTa [15] is a pre-trained transformer model that leverages 2.5TB of filtered CommonCrawl data containing 100 languages and is the baseline for our experiments. After experimenting with it and using multiple metrics we have decided to use a more powerful model, MiniLMv2[17], which offers a boosted performance at a smaller size. This multilingual model can perform natural language inference (NLI) on 100+ languages and is therefore also suitable for multilingual zero-shot classification.

The final pipeline for the task uses MiniLMv2 with distinct data-processing modules and metric functions. The choosing of the best parameters is done manually, at this stage, because the fine-tuning process uses all the training data, without splits, and the model overfits after too many epochs.

3.1. Metrics used by the Event

As mentioned on the official site, the metrics used in the competition, for which the engine will be optimized, are:
• ICM-Hard
• ICM-Hard Norm
• F1
• Cross Entropy
• Majority class
• Minority class
• Oracle most voted

3.2. Experimental Setup

After experimenting with XLM-Roberta we have decided to move on to MiniLMv2 as the results for 3 epochs with the best setups in both cases can be seen in table 1, as in terms of performance XLM-Roberta can achieve 1 epoch in 35 minutes, while MiniLMv2 can in 1.5 minutes

Table 1
MiniLM and xlm-roberta after 3 epochs with best parameters

<table>
<thead>
<tr>
<th>Model</th>
<th>Train Loss</th>
<th>Test Loss</th>
<th>Test F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>MiniLM-L12-H384</td>
<td>0.4417</td>
<td>0.5266</td>
<td>0.7538</td>
</tr>
<tr>
<td>xlm-roberta-base</td>
<td>0.5234</td>
<td>0.5565</td>
<td>0.7475</td>
</tr>
</tbody>
</table>

Our proposed solution, as can be seen in the following figure, uses the same model, MiniLMv2, for all tasks the 2 components that are changed are:

1. A Text Processing Module: for each task this results in a list of pairs of: Text, Tokenized Text and Label(s)
2. The evaluation function for which the model will improve

![Figure 1: Generic Solution Architecture](image)

In what follows we will describe these modules for each task and if there is any particular setup used for the fine-tuning, other than the recommended one for Hugging Face Pipelines. While the dataset contains much meta-data information regarding the annotators, that information
was not used in the current form of the solution and a point of future improvement for this will be considering the labels weighed task-specific.

For all the tasks the following hyper-parameters have been used:

- $learning\_rate = 2e^{-5}$
- $per\_device\_train\_batch\_size = 32$
- $per\_device\_eval\_batch\_size = 32$
- $weight\_decay = 0.01$

### 3.2.1. Task 1

The first task is a binary classification. The systems has to decide whether or not a given tweet contains sexist expressions or behaviours and the metric used for the evaluation is F1. For picking the label, we are using the majoritarian label, equally weighting all the annotations.

For this task we have noticed that the model overfits hard resulting in a more categorical class probability (the classes either 100% probability or 0% probability, nothing in between), so we have decided to allow it to train only for 10 epochs.

### 3.2.2. Task 2

Source Intention: Once a message has been classified as sexist, the second task aims to categorize the message according to the intention of the author, which provides insights in the role played by social networks on the emission and dissemination of sexist messages. For this task we are using a new model over the samples labeled as sexist by the classifier for Task 1.

We are using the same idea for obtaining the label, equal weight for all annotations, but this time F1 is weighted. This time we have managed to get 20 epochs without overfitting.

For this task we could have gone further with the training but we have noticed that some classes started to lose all their probability.

### 3.2.3. Task 3

The third task was a multi-label classification for each tweet labeled as sexist, by task1. For this part both modules are a bit mode complicated.

For obtaining the label the text module computes the probability of each label regarding the number of annotators, with the same weight for each of the once more. This time we will predict the probability of each label.

For the metric we are using Mean Squared Error compared to the ground-truth probabilities trying to minimize the error. This resulted in us being able to run for about 20 epochs without major classes overfitting.

We have tried to use the pipeline-specific F1, but we have encountered issue with the current version of it, so we have decided to implement the metric ourselfed. After a few experiments we have migrated to MSE as it behaves better.
3.3. Results

We have compiled the results in Table 2 with the previous mentions. Tasks 1 and 2 use F1 as metric and Task 3 uses accuracy.

Table 2
Model Stats at the End of Training

<table>
<thead>
<tr>
<th></th>
<th>Task 1</th>
<th>Task 2</th>
<th>Task 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loss</td>
<td>0.1508</td>
<td>0.4756</td>
<td>0.3814</td>
</tr>
<tr>
<td>Best Metric</td>
<td>0.9539</td>
<td>0.7027</td>
<td>47.9045</td>
</tr>
</tbody>
</table>

4. Conclusions and Results

The outcomes of our approach can be observed in Table 3 of the official leaderboard. For a more comprehensive analysis, please refer to the Results Chapter available on the official site. As anticipated, our transformer models demonstrated favorable performance, as reflected in the achieved results. Notably, our models excelled in the Hard-Hard evaluation and outperformed others in the Soft-Soft evaluation. This discrepancy can be attributed to the relatively higher freedom allowed to certain scenarios, leading to an increased probability assigned by our model. Task 3 yielded the highest ranking; however, it is important to note that this result is contingent upon only labeling tweets identified as sexist by the Task 1 model, indicating room for improvement in subsequent steps.

Furthermore, it is necessary to adopt a different evaluation method now that the test dataset is provided. In the initial setup, we utilized the entire dataset for training purposes to maximize the model’s specialization. However, this approach yielded unfavorable training evaluations and introduced ambiguity in the model evaluation process.

Table 3
Ranking in EXIST2023 competition

<table>
<thead>
<tr>
<th>Task</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task 1 Soft-Soft</td>
<td>25</td>
</tr>
<tr>
<td>Task 1 Hard-Hard</td>
<td>40</td>
</tr>
<tr>
<td>Task 1 Hard-Soft</td>
<td>41</td>
</tr>
<tr>
<td>Task 2 Soft-Soft</td>
<td>11</td>
</tr>
<tr>
<td>Task 2 Hard-Hard</td>
<td>22</td>
</tr>
<tr>
<td>Task 2 Hard-Soft</td>
<td>27</td>
</tr>
<tr>
<td>Task 3 Soft-Soft</td>
<td>5</td>
</tr>
<tr>
<td>Task 3 Hard-Hard</td>
<td>12</td>
</tr>
<tr>
<td>Task 3 Hard-Soft</td>
<td>9</td>
</tr>
</tbody>
</table>
5. Further Improvements

As mentioned before, the model used for task 1 will be the key point in improving the other tasks. On top of that, we consider using transfer-learning techniques in order to further improve the task 1 model and to use it in the following tasks.

Another thing that can be done is to use the meta-data for the annotators to weigh each label considering that this is a sexist task.

One more direction to look at is using a different model, specialized for the 2 languages that the tweets were in. Additionally, we can leverage ensembles as they usually provide better results than just the models in their components.

One final thing that could improve is using a more specific type of transformer, one that uses tweet data, such as BERTweet[18].
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