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Abstract
Multiple sclerosis (MS) is a chronic neurodegenerative disease with a wide range of clinical manifestations
and disease courses. Prognosis prediction is therefore an important tool for clinical decision-making and
treatment administration. As proposed by the iDPP � CLEF 2023 challenge, we have explored several
survival prediction models to rank MS patients according to the risk of worsening. Two definitions
of disease worsening were explored, with subtask (a) using a fixed EDSS threshold and subtask (b)
considering a baseline-dependent threshold. The models were trained using demographic and clinical
data collected at diagnosis and available EDSS and relapse follow-up records. The temporal nature of the
latter was addressed by computing feature statistics. Model performance was evaluated through c-index.
In Task 1a, the Random Survival Forest model reached 0.801 (95% CI [0.678; 0.924]) in the private test set,
while in Task 1b, the Fast Kernel SVM model reached 0.690 (95% CI [0.591; 0.788]).
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1. Introduction

Multiple sclerosis (MS) is a chronic autoimmune disease of the central nervous system, causing
progressive impairment of motor and cognitive functions over several years [1]. It usually
presents in young adults (20 - 40 years), is more prevalent in women, and its course, clinical
manifestations, and treatment responses vary across patients [1]. Most MS patients (85%-90%)
are diagnosed with relapsing-remitting MS (RRMS), a disease course characterized by the
occurrence of relapses, followed by periods of total or partial recovery [2]. Eventually, these
patients may shift to secondary-progressive MS (SPMS), experiencing periods of progression
that may include relapses and periods of relatively stable disability [2]. Finally, the remaining
10-15% MS patients are diagnosed with primary-progressive MS (PPMS), where there is steady
neurologic worsening from the onset [2]. While patients suffer from disabilities such as fatigue,
urinary incontinence, vision loss, impairment of coordination, spasticity, muscle weakness, and
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cognitive impairment, respiratory failure is the most common cause of death in MS [3, 4]
Since there is no known cure for MS, treatments focus on retarding the natural progression

of the disease and improving the patient’s quality of life [5]. Several factors add to the disease
heterogeneity, such as genetics [6, 7], sex, lifestyle, and environmental [8]. Machine learning
techniques are used to understand disease mechanisms and assist in clinical decision-making [9].
Such methods have been applied to the identification of biological markers for both diagnosis
and prognosis [9, 10], discovering patients with similar disease progression courses [11].

The iDPP � CLEF 2023 challenge1 uses highly curated data from real MS and ALS patients,
followed at clinical institutions in Lisbon, Portugal, Turin and Pavia, Italy. The focus of this
challenge is the prognostic prediction in both MS and ALS [12].

The objective of task 1 is to rank MS patients based on the risk of worsening, setting the
problem as a survival analysis task. Mainly, this task focuses on the worsening as measured by
the Expanded Disability Status Scale (EDSS) [13], with two possible definitions of worsening,
according to clinical standards: one based on the times a patient crosses a given threshold of
the EDSS (task 1a), and the other based on the baseline EDSS evaluated and the occurrence of
an increase of EDSS by a certain amount of points (task 1b).

In our contribution to iDPP, we relied on a methodology based on data preprocessing to
handle the temporal nature of patient data. Data selection was used to filter out variables with a
high percentage of missing values. From the original features, we computed statistical measures
to capture the temporal progression of the disease. We then used three types of survival analysis
models from the state-of-the-art literature in survival analysis: Tree-based, SVM-based, and
Cox Proportional-Hazards Models.

The paper is organized as follows: Section 2 introduces related works; Section 3 describes our
approach and the experimental setup; Section 4 discusses our main findings; finally, Section 5
draws some conclusions.

2. Related Work

Multiple sclerosis (MS) is a chronic, inflammatory, demyelinating, and neurodegenerative disease
of the central nervous system (CNS) [1]. While the underlying causes of MS are still unknown,
existing evidence suggests that the combination and interaction of some factors, such as genetics,
environment, and lifestyle, contribute to disease susceptibility and development [1].

Thus, machine learning (ML) is being increasingly explored in MS research. For instance,
some recent studies focused on developing diagnostic models by implementing supervised
learning techniques to distinguish MS individuals from healthy ones [14] and to classify MS
patients into one of the MS types [15, 16, 17, 18]. Furthermore, the application of ML models
in MS extends to prognostic analyses where studies focus on disease course predictions in the
short-to-medium-term [19, 20, 9], and long-term [21]. The prediction (dependent) variables
analyzed include measures of disability (EDSS change [19], EDSS score [21, 22], an indicator of
disability progression [19], the occurrence of relapses [19]), and transition from RRMS to SPMS
[20, 9]. Regarding the predictors (independent variables), these studies considered demographic
and clinical variables (e.g., gender, age, EDSS at study entry, motor function score, disease

1http://brainteaser.dei.unipd.it/challenges/idpp2023/
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type, relapses) [19, 20, 9, 21, 22], MRI variables [19, 9], and neurophysiological variables (e.g.,
motor evoked potential scores (MEP), central motor conduction time) [19, 21]. The results found
suggest that EDSS at study entry [19], MEP variables [19], changes in Timed 25-Foot Walk
(T25FWT) [21], early changes in EDSS [21], age [22], carbonyl proteins [22], and inflammatory
indicators [22] help to predict the EDSS score/ EDSS change, and that patients’ historical clinical
profiles improve the ability to predict a change from RRMS to SPMS [9].

Statistical learning (e.g., survival analysis) has also been applied to MS research to identify the
time to occurrence of some combined outcomes (such as thresholded EDSS, relapse occurrence,
white matter lesions, cortical lesions, cognitive status impairment) [23, 24], the transition from
benign MS to no-longer benign MS [25], the time to SPMS conversion [26, 27, 28], or time to
death [29]. In particular, in [29], the authors develop an immune-associated gene risk score
related to overall survival using a Cox proportional hazards model. Cox proportional hazards
model has also been used in [24] to predict time to disability progression over two years by
relying on several clinical measures (e.g., EDSS, T25FWT), in [28] to develop a survival score to
identify groups of patients with different risk of conversion to SPMS, and in [27] to predict the
risk of conversion to SPMS within 10, 15, 20 years of RRMS onset. Non-proportional hazard Cox
regression has been proposed to predict the time to evidence of disease activity [23], defined as
a composite outcome including EDSS progression, relapse occurrence, white matter lesions,
Gad+ lesions, cortical lesions, and cognitive status. In addition, in [25], a multivariate Cox
model was used to develop an incremental score indicating whether a patient will evolve as
benign MS or no-longer benign MS, and in [30], to obtain the probability of one, two, and three
years relapse-free survival. Finally, random survival forests has been used to identify the most
predictive factors associated with the risk of SPMS conversion adjusted for therapy [26].

3. Methodology

As noted in the introduction, we set out to contribute to Task 1 of the iDPP � CLEF 2023
challenge. Task 1 regards predicting the risk of disease worsening in MS patients. More formally,
the objective is to build a system that, given data regarding the patient, assesses how early it is
likely that the patient experiences a worsening event, framed as a survival task. The likelihood
of worsening is measured from 0 to 1.

The worsening of a patient is defined using the EDSS, according to clinical standards, and
following two definitions for two sub-tasks:

• Task 1a – the patients EDSS value crosses the threshold of 3 at least twice within a
one-year interval;

• Task 1b – considering the patients’ first recorded EDSS value as baseline, according to
clinical protocols, worsening happens when:

– baseline < 1 and an increase of 1.5 points is first observed;
– 1 ≤ baseline < 5.5 and an increase of 1 point is first observed;
– baseline ≥ 5.5 and an increase of 0.5 points is first observed.

Our methodology employs trial-and-tested survival analysis methods, with a data prepro-
cessing pipeline to handle the temporal nature of the patient data (Section 3.1).



Table 1
Selected Features

Component Feature Type Computed?
Static Sex Binary

Residence Categorical
Age at Onset Integer
Diagnostic Delay Float
Spinal Cord Symptom Boolean
Brainstem Symptom Boolean
Eye Symptom Boolean
Supratentoral Symptom Boolean
Time since Onset Integer

EDSS EDSS as evaluated by clinician: Float
First assessement ✓
Last assessment ✓
Max value of assessments ✓
Mean value of assessments ✓
Min value of assessments ✓
Std values of assessments ✓

EDSS change
Relapses Delta time between Time 0 and Last relapse Float ✓

Relapse Count Float ✓

3.1. Data Preprocessing

The dataset made available with this challenge comprises information about MS patients
and contains static and dynamic components. Static data is regarding the demographical
characterization of patients, and the dynamic comprises two years and a half of health records,
containing information on: relapses, EDSS scores, evoked potentials, MRIs, and MS course [12].
Data were preprocessed to have the characteristics needed by the survival models. Hence, we
evaluated the shape of data (the dataset was provided in several files which were processed to
meet the requirements for the models), the number of missing values, and the distributions of
each feature. Therefore, we selected a set of features according to this previous analysis. From
these selected features, we computed some others to include as the temporal understanding of
the disease progression since we could not use the clinical records directly. The features chosen
for our models are documented in Table 1. The computed features are regarding EDSS scores
and Relapses frequency and are marked in the table. We use the values of the first and last,
maximum, minimum, mean, and standard deviation of the EDSS assessments. Also regarding
EDSS, we created a variable with the change (slope) between assessments. Regarding relapses,
we computed a feature with the delta time from the time 0 and the last record relapse.

3.2. Modeling

Three types of models were used: Tree-based (Random Survival Forest and Gradient Boosting),
SVM-based (Survival SVM), and Cox Proportional-Hazards Model. In total, we experimented
with five models. We used the implementations provided by the Python package sksurv [31].
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Figure 1: Pipeline for data splitting, optimization, and model selection.

Our pipeline consists of 3 stages, as pictured in Figure 1:

1. Train/test split (90% train, 10% test);
2. Hyperparameter Optimization using Repeated Stratified K-Fold Cross Validation;
3. Test the best classifier for each model type on the same test split. The resulting scores

were used to select the most promising classifiers to submit to the challenge.

Optuna [32] was used for hyperparameter optimization, allowing the hyperparameter search
to be guided through an optimization task rather than a brute-force approach. For reproducibility,
Table 2 shows the hyperparameter search space defined for the experiments. The metric used for
hyperparameter optimization is the same evaluation metric for the Task, Harrell’s Concordance
Index metric [33] (c-index).

Each model was optimized and tested on the same test set split, using the c-index metric, and
the resulting scores were used to choose the appropriate models to submit to the challenge.



Table 2
Hyperparameter space for each model. Int and Float Distributions describe a search space between
two integers or floating points, while CategoricalDistribution describes a search space between a set of
values. Trials are the number of hyperparameter configurations to be tested.

Model Hyperparameter Distribution Space Trials
CoxPHSurvivalAnalysis alpha FloatDistribution(0, 5) 200

RandomSurvivalForest n_estimators IntDistribution(10, 1000) 50

FastSurvivalSVM(max_iter=100000) alpha FloatDistribution(0, 5) 100

FastKernelSurvivalSVM(max_iter=100000)
alpha FloatDistribution(0, 5)

100
kernel

CategoricalDistribution(
["linear", "rbf", "poly"])

GradientBoostingSurvivalAnalysis
n_estimators IntDistribution(10, 1000)

100learning_rate FloatDistribution(0.1, 1)
max_depth IntDistribution(1, 10)

We conducted experiments using the datasets made available by the organization for Task
1 [34, 35]. All the experiments were run on a Desktop Computer with an AMD Ryzen 9 7950X
16-Core with 64GB of RAM and Ubuntu 22.04.2. The code was run using Python 3.10.11.

4. Results

In this section, we present the results obtained, along with a brief discussion of them.
We first ran a hyperparameter search, as described in Section 3, for each task to obtain the

models we would submit to the challenge. Table 3 contains the hyperparameter settings for the
models for Task 1a and 1b.

C-Index measures the discriminative ability of a given survival model, taking up values
between 0 and 1, and as such, higher index values mean better predictive power. A value of 0.5
indicates a random predictive power, and if the confidence interval does not contain 0.5, then it
means that with statistical significance, the model’s predictive power is not random.

Table 4 contains the c-index scores for Task 1a, computed with a private test set by the
iDPP organizers and in a subset of the training dataset. As can be observed, the confidence
intervals for all the models are above 0.5, meaning all the models do have predictive capabilities.
Furthermore, the c-index values obtained with the subset of the training data are slightly lower
than the private test set provided by the iDPP organizers for all models, except for Gradient
Boosting Survival Analysis method, which is quite lower in the training subset compared to the
private test set. Overall, Random Survival Forest method is the best performing model in our
subset of the training dataset, with a c-index of 0.847, and also in the private test set, obtaining
0.801 c-index, while for the remaining models the c-index range from 0.760 to 0.792.

Task 1b revealed to be a more complex challenge, as expected, due to the fact that the
worsening event has three different definitions, which may introduce some difficulty for the



Table 3
Hyperparameter values for each model used in Task 1a (Value A column) and Task 1b (Value B column),
found through hyperparameter optimization. *: indicates a floating point with additional decimal
places.

Model Hyperparameter Value A Value B
CoxPHSurvivalAnalysis alpha 0.358* 0.006*

RandomSurvivalForest n_estimators 353 995

FastSurvivalSVM(max_iter=100000) alpha 0.012* 0.259*

FastKernelSurvivalSVM(max_iter=100000)
alpha 0.024* 1.393*
kernel poly linear

GradientBoostingSurvivalAnalysis
n_estimators 796 503
learning_rate 0.028* 0.940*
max_depth 6 5

Table 4
Task 1a challenge results. C-Index score for each model is provided, along with a 95% confidence interval,
in square brackets, for the test set. A higher C-Index score is better. The Train C-Index is obtained from
a subset of the training dataset, while the Test C-Index is calculated from a private test set.

Model Train C-Index Test C-Index
CoxPHSurvivalAnalysis 0.775 0.790 [0.640; 0.941]
RandomSurvivalForest 0.847 0.801 [0.678; 0.924]

FastSurvivalSVM 0.766 0.777 [0.626; 0.929]
FastKernelSVM 0.730 0.792 [0.649; 0.935]

GradientBoostingSurvivalAnalysis 0.604 0.760 [0.605; 0.916]

models to establish the relationship between the covariates (features) and event occurrence and
time to the occurrence.

Table 5 contains the c-index scores for Task 1b. As can be seen, the c-index values are
significantly lower when compared with Task 1a. Contrary to task 1a, the c-index values in the
subset of the training dataset are higher than the private test set, with Random Survival Forest
having the highest difference. Furthermore, Random Survival Forest and Gradient Boosting
Survival Analysis contains 0.5 within their 95% confidence interval, meaning that their true
predictive power could be, at its worse, random choice (despite obtaining 0.599 and 0.601,
respectively). Overall, the Fast Kernel SVM is the best performing model in the subset of the
training dataset, with a c-index of 0.727, and in the private test set, with a c-index of 0.69.

5. Conclusions

As no known cure for MS exists, the primary objective of treatments is to impede the progression
of the disease to ensure a high standard of living for the patient. The objective of iDPP � CLEF



Table 5
Task 1b challenge results. C-Index score for each model is provided, along with a 95% confidence interval,
in square brackets, for the test set. A higher C-Index score is better. The Train C-Index is obtained from
a subset of the training dataset, while the Test C-Index is calculated from a private test set.

Model Train C-Index Test C-Index
CoxPHSurvivalAnalysis 0.713 0.683 [0.581; 0.786]
RandomSurvivalForest 0.697 0.599 [0.494; 0.704]

FastSurvivalSVM 0.716 0.677 [0.575; 0.780]
FastKernelSVM 0.727 0.690 [0.591; 0.788]

GradientBoostingSurvivalAnalysis 0.590 0.601 [0.489; 0.713]

2023 challenge is to rank MS patients based on the risk of worsening, setting the problem as a
survival analysis task.

Our methodology involved data preprocessing to handle the temporal nature of patient
data by selecting relevant features and computing additional variables to capture the temporal
progression of the disease. We used three types of survival analysis models: Tree-based, SVM-
based, and Cox Proportional-Hazards Models.

For Task 1a, which aimed to identify patients whose EDSS value crosses a threshold within a
one-year interval, all models exhibited predictive capabilities, with the Random Survival Forest
achieving the highest c-index.

When considering Task 1b, which considered different definitions of disease worsening based
on the patient’s baseline EDSS value, Fast Kernel SVM model performed best. However, the
c-index scores for Task 1b were lower compared to Task 1a. Task 1b introduced three definitions
of worsening; therefore, it is expected for the algorithms to show difficulties modeling the
relationship between the features, event occurrence, and time to the occurrence.
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