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Abstract
We have participated in ImageCLEFmedical2023 caption prediction task alone as team “Bluefield-2023".
In this paper, we propose a multi-stage medical image captioning, based on image classification as the
early stage and CLIP (Contrastive Language-Image Pre-Training) as the final stage. In order to take
advantage of the image classification problem, we have done automatic and semi-automatic grouping
of both training and validation images into 7 groups (CT, MRI, Echo, Chest X-ray, X-ray Misc, Special,
and Misc groups) analogous to ROCO dataset’s predefined classes. The idea is to attempt to utilize CLIP
model’s image-text matching ability by separating given medical images into similar groups so that we
try not to miss the fundamental terms that appear often inside each group. For instance, “MRI" group
often includes terms such as “magnetic resonance" and “t1". We avail ourselves of these specific terms in
the captions of training dataset and divide images into 7 groups in the first two stages. Then, we apply
image classification for unknown (test) images into 7 groups. At the same time, we produce 7 different
best CLIP models. In the fourth stage, we load the best CLIP model for each group associated with the
captions, which are generated during the third (i.e., classification) stage. Although the final result with
test dataset does not end up with what we have anticipated, we believe our approach would shed some
light in this type of research.
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1. Introduction

In this paper, we focus on one of the tasks in Image Captioning; i.e., Caption Prediction Task [1].
There are several other tasks in ImageCLEFmedical2023 [2].

Image captioning has been studied almost for decades. It is interpreted as describing the
content of a given image in words through natural language processing. Popular benchmark
datasets for image caption include COCO [3] and Flickr30k [4]. Show and Tell [5], Show Attend
and Tell [6] might belong to earlier approaches to image captioning where in most cases, CNN
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(Convolutional Neural Network) models are used as image feature extraction (a.k.a. image
encoder), while RNN models such as LSTM are used for output text decoder. Later, CNN encoder
has occasionally been replaced by Transformer based models (e.g., Vision Transformer ViT-
32 [7]), and LSTM decoder has sometimes replaced by Transformer decoder such as Transform
and Tell [8]. For the research related to “Show Attend and Tell" approach, it is noted that Ke et
al [9] focused on vocabulary coherence to propose a “Reflective Decoding Network" to boost
captioning performance.

On the other hand, image captioning for medical images where gray-scale images is dominant,
has shorter history compared with the same task for general color images such as COCO and
Flickr30k. As far as the authors can tell, medical image captioning in ImageCLEF has begun
sometime around 2017, and has been one of main tasks in ImageCLEFmedical [1].

It should be noted that medical image dataset such as ROCO (Radiology Objects in COn-
text) [10] has been used in PCM-CLIP [11].

Examples of recent approaches to image-text matching are as follows: CLIP or Contrastive
Language-Image Pre-training [12] was proposed for matching images and texts. BLIP or Boot-
strapping Language-Image Pre-training [13] was introduced to outperform CLIP by filtering
the noise generated by CLIP. BLIP was also used for image captioning as well as visual question
answering. BLIP-2 was proposed [14] to generate a descriptive text given an image.

Popular evaluation criteria for medical image captioning include BLEU [15], METEOR [16],
and CIDEr [17], typically has been used in machine translation. From year 2023, BERTScore [18]
is added as one of the evaluation measures.

2. Proposed Approach

Our proposed approach consists of classification of medical images, per-class CLIP model
application, per-class search for most similar image, and the extraction of the caption associated
with the image. Detailed processing is elaborated in the following subsections.

2.1. First stage: automatically classifying data into 6 groups

In the first stage toward medical image captioning, we have adopted classification approach.
Initially, we observed ImageCLEF2023 caption data (both image and caption) carefully. Then
we have decided to partition data into 6 groups; CT, MRI, Echo, Chest X-ray, X-ray Misc, and
Misc groups, respectively, as shown in Figure 1 (note that “Misc" stands for Miscellaneous).
The reason behind this is our strategy to “divide-and-conquer". To do this, we have looked
for unique terms appearing in each group. Examples are as follows: CT group has terms such
as “CT" and “computed tomography", MRI group has terms such as “magnetic resonance" and
“T1", Echo group has terms such as “ultrasound" and “echocardiogram", Chest X-ray group has
terms such as “chest X-ray" and “chest radiograph", X-ray Misc group has terms such as “skull
X-ray" and “pelvis", while Misc group has terms such as “angiography" and “LAD". It should be
noted that these 6 groups are not at all perfect. Indeed, even the sample terms described above
might occur in two or more groups. Nevertheless, we believe that it is preferable to start with
the above 6 groups as a rough clue to come closer to the appropriate caption, given unknown
medical image with our classification strategy.
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Figure 2: Examples of provided images in the training dataset that never fall into predefined 6 groups,
which we put a new “Special" group.

2.2. Second stage: adjusting data and re-classifying them into 7 groups

In the first stage, we have obtained 6 groups of medical images with their captions as the first
order approximation. During the first stage, we have realized that the initial crude grouping
worked out to some extent, so that it makes it possible to construct answer dataset for deep
learning classification. Careful observation of the crude grouping result makes us feel that we



Table 1
Training and validation support for 7 classes

Group name Training Validation

CT 21,609 3.924
Echo 8,292 1,554
MRI 8,563 1,420
Misc 6,349 1,047

Special 551 115
Chest X-ray 4,367 815
X-ray Misc 11,187 1,562

need further elaboration on the “Misc" group. In particular, we have found that there are a small
group of images that are not falling into any of the 6 groups. Indeed, our initial attempt to make
a “Misc" group was to classify medical diagnostic images of real human subjects which are not
belonging to other groups. Typical examples of “Misc" group include diagnostic images such
as “angiography". However, we have found that there are certain amount of non-diagnostic
images including illustrations, graphs, plottings, animals being operated, scenes of an operation
room, and photos of medical apparatuses. A couple of examples of such images are shown in
Figure 2. Consequently, we thus have constructed a new “Special" group for keeping these
non-diagnostic images. well. This ends up the construction of 7 groups from given data for
both training and validation datasets.

2.3. Third stage: deep neural network to classify given medical images

Based on the 7 groups for both training and validation datasets, we formulated a deep neural
network to classify images from ImageCLEF2023 caption prediction data. Specifically, we have
tested EfficientNetB0 and EfficientNetB1 for our 7-group classification [19] after trial and error of
other EfficientNet group CNNs. The reason behind the adoption of these EfficientNet DNNs lies
in our relevant research toward the stenosis detection for cardiac CT images where EfficientNet
turned out to perform very well among several CNNs and Transformer-based DNNs [7].

Figure 3 (a) shows the Epoch-Accuracy graph of EfficientNetB0, while (b) depicts the Epoch-
Accuracy graph of EfficientNetB1 with the data tagged in Table 1. Figure 4 exhibits the confusion
matrices of EfficientNetB0 (a) and EfficientNetB1 (b).

The best validation accuracy for the classification with EfficientNetB0 and EfficientNetB1
are 0.9333 and 0.9365, respectively. Hyperparameters for the classifications are the same and
they are as follows: 25 epochs, cross entropy loss for the loss function, AdamW optimizer [20]
with learning rate 0.001. Our run2 and run3 correspond to these CNNs. Table 2 demonstrates
accuracy for each class, where both validation (open) and training (closed) accuracies are shown.

2.4. Fourth stage: Application of CLIP to each class

Once a given unknown image is classified into one of the 7 groups during the third stage, we
proceed to the fourth stage. In this stage, we have adopted CLIP, as a multi-modal model, to



Figure 3: Epoch-Accuracy graphs for EfficientB0 (a) and EfficientNetB1 (b)

Figure 4: Confusion matrices for classification with EfficientB0 (a) and EfficientNetB1 (b)

predict caption from image. According to the data shown in Table 1, we applied CLIP training
process 7 times for each group. As far as we know, we can choose either Vision Transformer
(ViT-32) [7] or ResNet50 as the backbone of the CLIP model [12]. Based on our past experience
of the success of ResNet CNN family [21] on medical images where black and white images are
dominant, we have chosen ResNet50 for our backbone inside CLIP.

The overall process in the fourth stage is illustrated in Figure 5. Best CLIP model can be found
independently for each group as enclosed in dotted rectangle in Figure 5. Given an unknown
image from test dataset, we apply our trained classifier mentioned in the third stage to predict



Table 2
Training and validation accuracies (%) for each class with EfficientNetB1

Group name Training validation

CT 96.8 95.4
Echo 98.6 97.8
MRI 95.3 95.3
Misc 85.1 83.1

Special 62.6 53.6
Chest X-ray 94.5 94.0
X0ray Misc 91.6 92.3

Figure 5: Overall image captioning flow using group-based CLIP model with trained classifier The
evaluation result provided by organizer is shown in Table 3.

the group most likely fitting. Then, we proceed to do similarity computation using group-best
CLIP model, followed by sorting the confidence values from CLIP model, getting the most
similar image, and yielding the caption corresponding to the image. Thus, the caption for the
unknown input image can be retrieved from the captions belonging to the predicted group.

Our evaluation results (run2 and run3) with test data received from organizers are shown in
Table 3. Although our results may not yield good performance, we believe that our proposed
classification-based method shed some light in the future research. For example, it might be
an idea to apply “Show Attend and Tell” to each group after classification into 7 groups to see
what the results would look like.



Table 3
Test data accuracies (%) of our runs for test data. Run2 was based on EfficientNetB0, while Run3 was
based on EfficientNetB1 as pretrained classifiers in the third stage.

Bluefield run BERT Score ROUGE BLUERT METEOR CIDEr CLIP Score

Run2 0.5779 0.15344 0.27164 0.15431 0.06006 0.10091
Run3 0.5776 0.15392 0.27136 0.15404 0.06970 0.10482

3. Conclusion

In this paper, we proposed a multi-stage image captioning, based on image classification as
the early stage and CLIP (Contrastive Language-Image Pre-Training) as the final stage. For
classification into 7 groups, we combined automatic grouping by means of terms specific to
each group, yielding 7 groups of training and validation dataset. Our implementation with
EfficientNet for the classification resulted in more than 93 % on the average. However, CLIP of
the last stage needs more improvement, judging from the result from organizers. Nevertheless,
we believe that our approach sheds some light on the applications with medical images and
their captions.

4. Discussion

As we have demonstrated, the accuracy of classification in the third stage turned out to be quite
good in terms of Figures 3 and 4, as well as Table 2 except group “Special" introduced in the
second stage. It might be controversial to introduce such a separate group with non-diagnostic
images including illustrations and medical apparatuses as “Special" group, apart from “Misc"
(i.e., Miscellaneous) group. An improvement to identify “Special" group in the second stateg
might be to classify given images of this group automatically based on specific vocabularies by
taking close look at the associated captions, which should allow us to reproduce our approach
better.

Using CLIP and the subsequent retrieval of captions in the training data could be improved.
For instance, during similarity computation, we have trimmed the length of captions into
somewhere from 70 to 80 words, while when we retrieve the real caption in the given dataset,
we return the caption with the original whole length. We have examined, with the validation
data, the trimming effect of the caption length after submission, turned out to improve a few
percentages in terms of BERT Score. Other evaluation criteria might yield similar improvements.
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