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Abstract 
CLEF 2023 ImageCLEF Gans Task is an example of the challenging research problem in the 
field of CT image analysis. The purpose of this research is to detect the synthetic biomedical 
image data to determine which real images were used in training to produce the generated 
images. We propose fine-tuning deep neural network model that uses multi-stage transfer 
learning. The first stage transfer learning uses caisia dataset. The second stage transfer learning 
uses COVID-19 dataset. The third stage transfer learning uses ImageCLEF Gans training 
dataset. The fourth stage transfer learning uses ImageCLEF Gans test dataset. Our submissions 
(KDE-lab team) on the task test dataset reached accuracy value of about 52% and reached a 
precision value of about 51.8%.  
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1. Introduction

With the spread of various diseases (e.g., tuberculosis (TB), COVID-19, and influenza), medical
research has been performed to develop and implement the necessary treatments for viruses. However, 
there is no method currently available to identify such diseases early. An early diagnosis method is 
needed to provide the necessary treatment, develop specific medicines, and prevent the deaths of 
patients. 

Accordingly, a significant amount of effort has been invested in medical image analysis research in 
recent years. In fact, a task dedicated to TB has been adopted as part of the ImageCLEF evaluation 
campaign for the seven last years [1][2][3][4][5][6]. In ImageCLEF 2023 the main task [7], 
“ImageCLEFmed Tuberculosis,” is treated as a computed tomography (CT) report. The goal of the task 
is to determine which real images were used in training to produce the generated images.  

In this paper, we employ a new fine-tuning neural network model that uses features extracted by pre-
trained convolutional neural network (CNN) models or Vision Transformer (ViT). In addition, the 
several datasets are used to transfer learning.  

The new contributions of this paper are the proposition of novel feature building techniques, the 
multi-stage transfer learning from the CNN models and ViT. In Section 2, we describe the conducted 
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task and the ImageCLEF2023 dataset. In Section 3, we introduce the image experimental settings, and 
features used in this study. In Section 4, we describe the experiments we performed. In Section 5, we 
provide our conclusions. 

2. ImageCLEF 2023 Dataset

The Gans task of the ImageCLEF 2023 Challenge included partial 3D patient chest CT images [8].
The training dataset for task includes 500 artificial images, 80 real images which were not used for 
training generative neural networks as well as 80 real images taken from the image set which has been 
used for training corresponding generative model. The test dataset was created in similar way. The only 
difference is no proportion of non-used and used ones has been disclosed. Thus, a total of 10,000 
generated and 200 real images are provided. Thus, each image among the 200 images must be classified 
as used or unused to generate the 10,000 artificial images. 

3. Proposed Method

We propose to predict real or generated Tuberculosis from CT scan images. This paper proposes
fine-tuning deep neural network model that uses multi-stage transfer learning. In addition, we use a CT 
scan movie not CT scan images. We will detail our proposed system in the following section. 

3.1. Dataset Using Multi-stage transfer learning 

We used caisia dataset [9]. caisia dataset is natural images and generated images using GAN based 
on natural images. There is nothing to medical images. We used COVID-19 dataset at next steps [10]. 
COVID-19 dataset is X-ray lung images of COVID-19 and generated images using GAN based on that. 
The next is using at ImageCLEF Gans training dataset [11] and uses ImageCLEF Gans test dataset. 

3.2. Multi-stage transfer learning 

We propose fine-tuning deep neural network model that uses multi-stage transfer learning. The first 
stage transfer learning uses caisia dataset. The second stage transfer learning uses COVID-19 dataset. 
The third stage transfer learning uses ImageCLEF Gans training dataset. The fourth stage transfer 
learning uses ImageCLEF Gans test dataset. We used to four deep neural network models: Conv model, 
ResNet18, VGG11, ViT B/32. 

3.2.1. Conv model 

We employ from Conv model using multi-stage transfer learning. As illustrated in Fig. 1. Conv 
Model is 5 block convolution neural network. In addition, we extract a 512-dimensional vector from fc 
layer. This convolution neural network repeated 3 times. 



Figure 1: Overview of multi-stage transfer learning using Conv model 

3.2.2. ResNet18 

We employ from ResNet18 using multi-stage transfer learning. As illustrated in Fig. 2. We used 
ResNet18 to apply small dataset. 

Figure 2: Overview of multi-stage transfer learning using ResNet18 



3.2.3. VGG11 

We employ from VGG11 using multi-stage transfer learning. As illustrated in Fig. 3. We extract a 
1000-dimensional vector from fc layer. 

Figure 3: Overview of multi-stage transfer learning using VGG11 

3.2.4. ViT B/32 

We employ from ViT B/32 using multi-stage transfer learning. As illustrated in Fig. 4. 

Figure 4: Overview of multi-stage transfer learning using ViT B/32 



4. Experiments
4.1. Experimental parameters

Here, we have divided the filtering data into training and validation datasets with a ratio of 8:2 in
multi-transfer learning. We determined the following hyper-parameters: the batch size is 256, the 
optimization function is stochastic gradient descent with a learning rate of 0.001 and a momentum of 
0.9, and the number of epochs is 200 using early-stopping. For the implementation, we employed 
Tensorflow[12] as our deep learning framework. 

4.2. Submission at several models 

For the evaluation of the multi-label and multi-class classification, we employed the accuracy, 
precision, specificity, recall, and f1_score. Table 1 shows the results. finally, we employed Conv model, 
ResNet18, VGG11, ViT B/32 for the training and validation datasets and the test data. Here, in terms 
of the accuracy (Table1), precision(Table1), specificity(Table2), recall(Table2), and f1_score(Table2), 
ViT B/32 is best score. 

Table 1 
Our submitted of accuracy and precision for the proposed model. 

Model accuracy precision 
Submission1 Conv model 0.495 0.494 
Submission3 ResNet18 0.505 0.507 
Submission4 VGG11 0.49 0.488 
Submission5 ViT B/32 0.52 0.518 

Table 2 
Our submitted of specificity, recall and f1_score for the proposed model. 

Model specificity recall f1_score 
Submission1 Conv model 0.55 0.44 0.465 
Submission3 ResNet18 0.67 0.34 0.505 
Submission4 VGG11 0.55 0.43 0.49 
Submission5 ViT B/32 0.47 0.57 0.52 

5. Conclusions

In this study, we proposed several CNN models or ViT for predicting real and generated image from
chest CT images. In addition, we could perform multi-stage transfer learning. Specifically, The first 
stage transfer learning uses caisia dataset. The second stage transfer learning uses COVID-19 dataset. 
The third stage transfer learning uses ImageCLEF Gans training dataset. The fourth stage transfer 
learning uses ImageCLEF Gans test dataset.  

The experimental results demonstrate that our proposed models out-perform some models in terms 
of the accuracy and precision. Therefore, we believe that using multi-stage transfer learnig to pre-
process an image is effective. 

In the future, given an arbitrary X-ray, CT, echo, or magnetic resonance imaging image might be 
included the optimal weights for the neural networks. Moreover, we hope our proposed model will 
encourage further research into the early detection of diseases (such as TB, COVID-19, and influenza) 
or unknown diseases. 
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