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Abstract
This paper describes KDE Lab approach in ImageCLEFmedical Prediction Task 2023. ImageCLEFmedical
Caption Task 2023 consists of two sub tasks, Caption Prediction and Concept Detection. Concept
Detection aims to identify concepts from medical images. Caption Prediction generates description from
medical images. For experiment, we applied retrieval approach and deep learning approach for tasks. In
Concept Detection, we employed two methods that are fine-tuned Convolutional Neural Network (CNN)
approach and retrieval approach based K-Nearest Neighbor (KNN) and cosine similarity using CNN
features. In Caption Prediction, we attempted four methods that are retrieval approach based cosine
similarity using Term Frequency-Inverse Document Frequency (TF-IDF) features, Show and Tell, Show,
Attend and Tell, Caption Transformer. Finally, our submission with fine-tuned ResNet-152 achieved 2nd
place in the Concept Detection. Additionally, our submission with Show, Attend and Tell achieved 6th
place in Caption Prediction.
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1. Introduction

Image CLEF has been held as part of CLEF since 2003. Image CLEF 2023 [1] focus on multiple
applications between different tasks, and ImageCLEFmedical Caption Task [2] is one of them.
ImageCLEFmedical Caption Task 2023 [2] consists of two sub tasks, Caption Prediction and
Concept Detection. Caption Prediction identify concepts based on the Unified Medical Language
System (UMLS) [3] from medical images. Caption Prediction generates description frommedical
images.
In this paper, we describe the KDE Lab approach. For Concept Detection, we employed

two approaches that are fine-tuned Convolutional Neural Network (CNN) approach and re-
trieval approach. First approach is retrieval approach that is based on AUEB model [4] in
ImageCLEFmedical Caption Task 2022. We extracted features from medical images using CNN
pre-trained on ImageNet [5], DenseNet-121 [6] and ResNet-152 [7], then we selected top 𝑘
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concepts with cosine similarity. Second approach is fine-tuned CNN approach that is employed
DenseNet-121 [6], EfficientNet-B0 [8], EfficientNetV2-M [9] and ResNet-152 [7]. We add Feed-
Forward Neural Network(FFNN) as multi-label classifier to CNN pre-trained on ImageNet [5],
then we fine-tune our model. Finally, we classify concepts with trained model. For Caption
Prediction, we attempted four approaches that are retrieval approach, Show and Tell [10], Show,
Attend and Tell [11], Caption Transformer [12]. Retrieval approach is based on AUEB model
[4] in ImageCLEFmedical Caption Task 2022. We extracted features from medical images with
CNN that is employed DenseNet-121 [6] and ResNet-152 [7] pre-trained on ImageNet [5]. Then
we extracted Term Frequency-Inverse Document Frequency (TF-IDF) features among top 𝑘
sentences in the term of feature similarity. Finally, we selected the highest similarity among
TF-IDF features. Show and Tell [10] and Show, Attend and Tell [11] are Convolutional Neural
Network and Recurrent Neural Network (CNN-RNN) approaches. In the architecture, we em-
ployed DenseNet-121 [6], EfficientNet-B0 [8], EfficientNetV2-M [9] and ResNet-152 [7] as CNN
and Long Short-Term Memory (LSTM) [13] as Recurrent Neural Network (RNN). Furthermore,
we experimented with the Caption Transformer [12], which consists of a Transformer [14]
encoder and decoder.
We submitted ten submissions for both tasks. As a result, our 10th submission for Concept

Detection achieved 2nd place, and our 3rd submission for Caption Prediction achieved 6th place.
In the following, we will describe dataset, methods, experiment and results.

2. Dataset

In this section, we describe dataset for both tasks in ImageCLEFmedical Caption Task 2023[2].
Dataset including images, captions and concepts is extended of the Radiology Objects in COntext
(ROCO) dataset [15]. The number of images is broken down into the training set, which consists
of 60,918 images; the validation set, consisting of 10,437 images; and the test set, which comprises
10,473 images. The type of images in the dataset include various modalities such as CT, MRI,
and X-ray.

2.1. Concept Detection

In Concept Detection, dataset consists of pair of image and concepts generated by UMLS [3].
Table 1 shows the top 10 ranking concepts in terms of frequency in training set. The highest
concept is C0040405 that appears 20,955 times. In dataset, the number of unique concepts is
2,125, which is less than last year.

For experiment, we used dataset for training and tuning models. Additionally, the proportion
of each set is the same as provided dataset.

2.2. Caption Prediction

In Caption Prediction, dataset consists of pair of images and captions. Table 2 shows the top 10
ranking words in terms of frequency in training set. In training set with stop-words, the is the
most frequency word, which appears 86,173 times. After to remove stop-words, showing that



Table 1
Top 10 concepts by frequency in training set for Concept Detection.

Rank Concept Name Frequency

1 C0040405 X-Ray Computed Tomography 20,955
2 C1306645 Plain x-ray 17,108
3 C0024485 Magnetic Resonance Imaging 10,062
4 C0041618 Ultrasonography 8,390
5 C0817096 Chest 6,805
6 C1999039 Anterior-Posterior 5,907
7 C0449900 Contrast used 4,945
8 C0002978 angiogram 4,194
9 C0037303 Bone structure of cranium 3,058
10 C1996865 Postero-Anterior 2,911

Table 2
Top 10 words by frequency in Caption Prediction.

All words (include stop-words)

Rank Word Frequency

1 the 86,173
2 . 74,743
3 of 59,286
4 ) 35,865
5 ( 35,770
6 , 31,015
7 and 28,532
8 in 23,855
9 with 21,789
10 a 21,522

Exclude stop-words

Rank Word Frequency

1 showing 16,849
2 right 13,475
3 arrow 13,383
4 left 13,250
5 CT 12,836
6 image 8,397
7 The 8,123
8 scan 7,960
9 tomography 7,006
10 shows 6,801

appears 16,849 times is the most frequency word. According our analysis, the longest length of
captions in dataset is 469 words and the shortest is 1 word.

For experiment, we used dataset for training and tuning models. Additionally, the proportion
of each set is the same as provided dataset.

3. Methods

In this section, we describe the methods used for the submission to Concept Detection and
Caption Prediction.

3.1. Concept Detection

We employed two approaches that are fine-tuned CNN approach and retrieval approach for
Concept Detection. Additionally, we attempted two preprocessing types to images.



3.1.1. Preprocessing

Images in the dataset have two types that are color and grayscale. Therefore, we attempted
grayscale transform and colorization, as below.

• Grayscale Transform : We converted to grayscale(Y) from color(RGB), as below.

Y = 0.299 × R + 0.587 × G + 0.114 × B (1)

• Colorization : Grayscale images consist of one channel, hence we stacked channel to
increase to three from one.

For training images, we applied random cropping, resizing and horizontal flip as data aug-
mentation. First, we applied random cropping. We calculated cropping height 𝑐ℎtrain and width
𝑐𝑤train from original image height ℎ and width 𝑤 :

𝑐ℎtrain =
√
𝑤 × ℎ × 𝑠

𝑟
(2)

𝑐𝑤train = √𝑤 × ℎ × 𝑠 × 𝑟 (3)

where 𝑠 denotes scaling, and 𝑟 is aspect ration. The parameter of scaling 𝑠 is assigned random
value from 0.08 to 1.0, and the parameter of aspect ration is assigned random value from 3/4 to
4/3. Then, we applied resizing. The size of resizing is assigned height 𝑟ℎtrain=224 and width
𝑟𝑤train=224. Finally, we applied horizontal flip. The probability of horizontal flip is assigned
𝑝=0.5. For test images, we applied resizing and center cropping. The parameters for operations,
the resizing size is assigned height 𝑟ℎtest=256 and width 𝑟𝑤test=256 and center cropping size is
assigned height 𝑐ℎtest=224 and width 𝑐𝑤test=224.

3.1.2. Retrieval Approach

Retrieval approach achieved the best result in ImageCLEFmedical Caption Task 2021 [16].
Furthermore, many teams [4, 17, 18] attempted retrieval approach in ImageCLEFmedical Caption
Task 2022. Thus, we experimented retrieval approach employed CNN and K-Nearest Neighbor
(KNN).

Our approach employed CNN and KNN based on AUEB Lab’s approach [4] in ImageCLEFmed-
ical Caption Task 2022. First, we fine-tuned CNN pre-trained on ImageNet [5] with medical
images. We employed DenseNet-121 [6] and ResNet-152 [7] as CNN. Then, we extracted features
from medical images with CNN excluding final feed-forward layer. Additionally, we calculated
cosine similarity between feature extracted from test image and features extracted from train
images. Finally, we selected concepts by weighted majority decision among top 𝑘 data with
high similarity. Weights are assigned as the reciprocal of the ranking. In ImageCLEFmedical
Caption Task 2022, some teams applied KNN assigned 𝑘 = 1. Additionally, if the parameter 𝑘 is
assigned the larger value, the more time it takes. Therefore, we explored the parameter 𝑘 in
KNN from 1 to 50 in increments of 10. Consequently, we assigned 𝑘 = 10, 20, because F1 Score
is the highest in validation set. Figure 1 shows the architecture of our retrieval approach for
Concept Detection.
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Figure 1: Flow of our retrieval approach(CNN + KNN). CNN for test image and train images shared
weights. CC BY [Ng et al. (2015)], CC BY-NC [Al Mulhim et al. (2022)].
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Figure 2: Flow of our fine-tuned CNN approach. CC BY-NC [Al Mulhim et al. (2022)].

3.1.3. Fine-tuned CNN Approach

In ImageCLEFmedical Caption Task 2022, many teams applied various deep learning approach
[4, 17, 18, 19].

We attempted fine-tuned CNN approach with four different CNN that employed ResNet-152
[7], EfficientNet-B0 [8], EfficientNetV2-M [9] and DenseNet-121 [6]. Our model consists of
fine-tuned CNN and FFNN. First, we fine-tuned CNN with medical images in training set. Then,
we extracted features from medical images in test set. Finally, we identified concepts using our
models. For Experimental details, Adam optimizer is used with learning rate 10−4. Additionally,
Binary Cross Entropy is used as loss function. Using validation data, we evaluated combination
between model and preprocessing, and submitted six models with high F1 Score. Submitted
models are two combinations. First one is colorization and EfficientNet-B0 [8], EfficientNetV2-M
[9] or DenseNet-121 [6] as encoder. Second one is grayscale transform and ResNet-152 [7],
EfficientNet-B0 [8] or DenseNet-121 [6] as encoder. Figure 2 shows the architecture of our
fine-tuned CNN approach for Concept Detection.

3.2. Caption Prediction

In Caption Prediction, we attempted four approaches that are retrieval approach, Show and Tell
[10], Show, Attend and Tell [11] and Caption Transformer [12].
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Figure 3: Flow of our retrieval approach for caption prediction. CC BY [Ng et al. (2015)], CC BY-NC
[Al Mulhim et al. (2022)].

3.2.1. Preprocessing

Preprocessing Image is same as Concept Detection(Sec 3.1.1). As preprocessing caption, we
attempted only lowercase conversion.

3.2.2. Retrieval Approach

For Caption Prediction, some teams [4, 20] attempted retrieval approach in ImageCLEFmedical
Caption Task 2022. Therefore, we experimented retrieval approach based on AUEB’s approach
[4] in ImageCLEFmedical Caption Task 2022.
First, we extracted features from medical images with CNN pre-trained in ImageNet [5].

We employed ResNet-152 [7] as CNN. Then, we calculated cosine similarity between feature
extracted from test image and features extracted from train images. Additionally, we selected
top 𝑘 data with high similarity. Then, we converted to TF-IDF features from top 𝑘 captions.
Finally, we calculated cosine similarity among those, and the highest one is predicted. We
explored parameter 𝑘 with validation data. Thus, we assigned 𝑘 = 50, since Bidirectional
Encoder Representations from Transformers (BERT) score [21] is the highest in validation set.
Figure 3 shows the architecture of our retrieval approach for Caption Prediction.

3.2.3. Show and Tell

This method is CNN-RNN approach based on Show and Tell [10]. In our model, we employed
ResNet-152 [7], DenseNet-121 [6], EfficientNet-B0 [8] and EfficientNetV2-M [9] as CNN and
LSTM [13] as RNN. For generating caption, we applied greedy decoding how selecting highest
probability word. For experimental details, Adam optimizer is used with learning rate 10−4.
Additionally, Cross Entropy loss is used for loss function. We trained models for 20 epochs with
training set. While training, we saved models with minimum loss using validation set. Using
validation data, we evaluated combination between model and preprocessing, and submitted
four models with high BERT Score [21]. Submitted models that employed EfficientNet-B0 [8]
and EfficientNetV2-M [9] as encoder applied colorization or grayscale transform. Figure 4
shows the architecture of our Show and Tell model for Caption Prediction.
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Figure 4: The architecture of Show and Tell model. CC BY-NC [Al Mulhim et al. (2022)].

3.2.4. Show, Attend and Tell

This method is CNN-RNN approach based on Show, Attend and Tell [11]. In our model,
we employed ResNet-152 [7], DenseNet-121 [6], EfficientNet-B0 [8] and EfficientNetV2-M
[9] as CNN and LSTM [13] as RNN. Experimental settings such as optimizer, loss function
and parameters are same as Show and Tell (Sec 3.2.3). Using validation data, we evaluated
combination between model and preprocessing, and submitted four models with high BERT
Score [21]. Submitted models that employed ResNet-152 [7] and DenseNet-121 [6] as encoder
applied colorization or grayscale transform. Figure 5 shows the architecture of our Show, Attend
and Tell model for Caption Prediction.

3.2.5. Caption Transformer

In ImageCLEFmedical Caption Task 2022, some teams [19, 17] used approach based on trans-
former [14] and BERT [22]. Therefore, we attempted Caption Transformer [12] based on
transformer [14] encoder and decoder. In our model architecture, the encoder extracts features
from patch images, while the decoder outputs word probabilities based on previous words and
features extracted from images using the attention mechanism. Experimental settings such as
optimizer, loss function and parameters are same as Show and Tell (Sec 3.2.3) and Show, Attend
and Tell (Sec 3.2.4). We submitted the lowest loss model with validation data. Additionally,
we attempted only preprocessing grayscale transform. Figure 6 shows the architecture of our
Caption Transformer model for Caption Prediction.



CNN LSTM

test image

Predicted caption

DecoderEncoder

CNN
e.g. ResNet,DenseNet

LSTM

p2 pNp1

S0

Embedding
A

tt

S1

A
tt

A
tt

Predicted caption

Transform

SN-1

image

LSTM

LSTM

Figure 5: The architecture of Show, Attend and Tell model. CC BY-NC [Al Mulhim et al. (2022)].

4. Results & Discussion

In this section, we describe submissions, results and discussion for both tasks.

4.1. Concept Detection

We submitted ten predictions that were identified by models for Concept Detection. Submitted
models are fine-tuned CNN approaches and retrieval approaches. Fine-tuned CNN approaches,
a total of six models were submitted. We attempted colorization (with color images) and
grayscale transform (with grayscale images) for fine-tuned CNN. In detail, we submitted ResNet-
152, DenseNet-121 and EfficientNetV2-M with grayscale images, and submitted DenseNet-121,
EfficientNet-B0 and EfficientNetV2-M with color images. Retrieval approaches, we submitted
four models in different condition. In detail, we submitted ResNet-152 and DenseNet-121 as
encoder with grayscale images, and the parameter 𝑘 in KNN is 𝑘 = 10, 20. For selecting models,
we compared models under various conditions with validation data, and submitted ten models
with the highest score. Evaluate metrics is used F1 Score that is calculated between 𝑦𝑝𝑟𝑒𝑑
(predicted binary arrays) and 𝑦𝑡𝑟𝑢𝑒 (correct binary arrays). Additionally, this task used F1 Score
Manual that is calculated using manually concepts.
Table 3 shows result of our submissions for Concept Detection. For test data, our best

approach is EfficientNetV2-M + FFNN with color images that had 0.5074 as F1 Score and 0.9320
as F1 Score Manual. Additionally, the model achieved 2nd place on the ranking of task.
We show comparing such as models and conditions. First, comparing retrieval approaches

and fine-tuned CNN approaches, EfficientNetV2-M + FFNN with color images that is best
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Figure 6: The architecture of Caption Transformer model. CC BY-NC [Al Mulhim et al. (2022)].

performed in fine-tuned CNN approaches is higher F1 Score than retrieval approaches such
as ResNet-152 + KNN (𝑘 = 10). Therefore, we indicated that fine-tuned CNN approach is
better performance than retrieval approach among our approaches in concept detection task.
Incidentally, we attempted Vision Transformer-B16[23] as encoder. However, the model using
Vision Transformer-B16[23] is lower F1 score than other CNN-based models. Therefore, we
didn’t submit that model. In the future work, we would like to compare CNN-based models
and transformer-based models in medical images. Then, comparing image types, preprocessing
colorization at EfficientNetV2-M + FFNN is higher performance than grayscale transform at same
architecture. Furthermore, EfficientNet-B0 + FFNN with color images improved performance
than using grayscale images. Hence, we indicated that using colorization is better performance
than using grayscale transform among our approaches in concept detection task. Incidentally,
we couldn’t attempt retrieval approaches with colorization. In the future work, we would
like to attempt retrieval approaches with colorization and compare grayscale and colorization.
Additionally, we would like to attempt other colorization such as pseudo-colorization because
colorization was better performance than grayscale transform.



Table 3
Submission results for Concept Detection.

Run ID Model name Image type F1 Score F1 Score Manual

1 ResNet-152 + FFNN grayscale 0.4979 0.9259
2 DenseNet-121 + FFNN grayscale 0.4992 0.9235
3 EfficientNetV2-M + FFNN grayscale 0.5000 0.9221
4 ResNet-152 + KNN (k=10) grayscale 0.3991 0.7417
5 ResNet-152 + KNN (k=20) grayscale 0.3886 0.7252
6 DenseNet-121 + KNN grayscale 0.1061 0.2263
7 DenseNet-121 + KNN grayscale 0.0993 0.2135
8 DenseNet-121 + FFNN color 0.5016 0.9221
9 EfficientNet-B0 + FFNN color 0.4979 0.9223
10 EfficientNetV2-M + FFNN color 0.5074 0.9320

4.2. Caption Prediction

We submitted ten predicted captions that were generated by models for Caption Prediction.
Submitted models are one retrieval approach, one Caption Transformer, four Show and Tell
and four Show, Attend and Tell. retrieval approach employed ResNet-152 as encoder, and the
parameter 𝑘 in the model is set 50. Caption Transformer was used only grayscale images. Show
and Tell, we submitted four predictions, EfficientNet-B0 as encoder with grayscale images,
EfficientNetV2-M as encoder with grayscale images, EfficientNet-B0 as encoder with color
images and EfficientNetV2-M as encoder with color images. We submitted four predictions with
Show, Attend and Tell. In detail, we employed ResNet-152 as encoder with grayscale images,
DenseNet-121 as encoder with grayscale images, ResNet-152 as encoder with color images and
DenseNet-121 as encoder with color images. For selecting models, we compared models under
various conditions with validation data, and submitted ten models with the highest F1 score. In
Evaluate metrics, the primary metric is used BERT Score [21] that aims to measure the quality
comparing between predicted captions and correct captions. Furthermore, the secondary metric
is used ROUGE [24] that measures the number of matching unigram between predicted captions
and correct captions. Additionally, BLEURT [25], BLUE [26], METEOR [27], CIDEr [28] and
CLIPScore [29] are used as metric for test set.
Table 4 shows result of our submissions for Caption Prediction. For test data, our best

approach based on BERT Score [21] is Show, Attend and Tell : ResNet-152 with grayscale
images that had 0.6145 as BERT Score [21] and 0.2223 as ROUGE [24]. Additionally, the model
achieved 6th place on the ranking of task.
We show comparing such as models and conditions. First, comparing approaches, Show,

Attend and Tell : ResNet-152 with grayscale images is best performance, and Show, Attend and
Tell : ResNet-152 with color images is 2nd ranking in our submission. Therefore, we thought
that Show, Attend and Tell is better approach than other models. Incidentally, we attempted
Vision Transformer-B16[23] as encoder in Show and Tell. However, the model using Vision
Transformer-B16[23] is lower BERT score for validation set than other CNN-based models.
Therefore, we didn’t submit that model. In addition, Caption Transformer is lowest BERT
score than other model. The validity of the Transformer-based model in medical imaging



Table 4
Submission results for Caption Prediction.
Run ID Model name Image type BERT Score [21] ROUGE [24] BLEURT [25] BLUE [26] METEOR [27] CIDEr [28] CLIPScore [29]

1 Show and Tell : EfficientNet-B0 grayscale 0.6088 0.2160 0.2979 0.1640 0.0699 0.1519 0.8043
2 Show and Tell : EfficientNetV2-M grayscale 0.6082 0.2143 0.2911 0.1585 0.0686 0.1569 0.8027
3 Show, Attend and Tell : ResNet-152 grayscale 0.6145 0.2223 0.3013 0.1564 0.0724 0.1818 0.8062
4 Show, Attend and Tell : DenseNet-121 grayscale 0.6094 0.2004 0.2766 0.1249 0.0596 0.1320 0.7828
5 Retrieval approach : ResNet-152 (𝑘 = 50) grayscale 0.5789 0.1838 0.2904 0.1484 0.0698 0.0837 0.7826
6 Caption Transformer grayscale 0.4425 0.1079 0.2968 0.0709 0.0528 0.0057 0.7304
7 Show and Tell : EfficientNet-B0 color 0.6097 0.2204 0.3004 0.1694 0.0724 0.1608 0.8080
8 Show and Tell : EfficientNetV2-M color 0.6044 0.2166 0.3011 0.1743 0.0730 0.1605 0.8066
9 Show, Attend and Tell : ResNet-152 color 0.6143 0.2319 0.3063 0.1749 0.0772 0.1989 0.8083
10 Show, Attend and Tell : DenseNet-121 color 0.6107 0.2152 0.2935 0.1577 0.0693 0.1585 0.8041

needs to be validated. Then, comparing preprocessing, we used colorization and grayscale
transform. As a result, Show and Tell : EfficientNetV2-M and Show, Attend and Tell : DenseNet-
121 that using grayscale transform are better performance than using colorization. On the
other hands, Show and Tell : EfficientNet-B0 and Show, Attend and Tell : DenseNet-121 that
using colorization are better performance than using grayscale transform. Thus, we thought
that preprocessing effectiveness depends on encoder. In the future work, the effectiveness of
more detailed preprocessing needs to be verified. Incidentally, we would like to attempt other
colorization such as pseudo-colorization.

5. Conclusion

In this paper, we described our approach in Concept Detection and Caption Prediction in
ImageCLEFmedical Caption Task 2023. For Concept Detection, we employed retrieval approach
and fine-tuned CNN approach. Furthermore, we conducted parameter tuning and attempted two
preprocessing, colorization and grayscale transform. As a result of the submission, we achieved
2nd place with fine-tuned CNN approach using EfficientNetV2-M. For Caption Prediction, we
attempted retrieval approach, CNN-RNN approaches and Caption Transformer. As a result of
the submission, we achieved 6th place with Show, Attend and Tell using ResNet-152 as CNN. In
feature work, we will compare transformer-based model and CNN-based model. Furthermore,
we will attempt pseudo-colorization to outperform our current approach.
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