
CLEF2023’ JOKER
Notebook for the JOKER Lab at CLEF 2023

Julia Komorowska1, Iva Čatipović2 and Darko Vujica3

1Univeristy of Gdansk,Jana Bażyńskiego 8, 80-309 Gdańsk
2Univeristy of Split, Ruđera Boškovića 31, 21000, Split, Chorwacja
3Univeristy of Split, Ruđera Boškovića 31, 21000, Split, Chorwacja

Abstract
These working notes explore the application of OpenAI’s GPT-3 in tasks related to puns, including pun
detection, translation, interpretation, and location. GPT-3 is a powerful language model that can be
leveraged to assist in various language-related tasks. However, it is important to note that its capabilities
in specific areas, such as puns, may have certain limitations.
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1. Introduction

The problem of pun detection, location, translation, and interpretation involves the under-
standing and analysis of puns in language. A pun is a form of wordplay that exploits different
possible meanings of a word or words, or the similarity of sounds between different words,
to create a humorous or witty effect. It often involves the clever use of double entendre,
homophones, or similar-sounding words to create a play on words. Puns are typically used
to create a humorous or lighthearted effect in writing, jokes, riddles, or verbal conversation.
They rely on the listener or reader recognizing the multiple meanings or sounds involved and
appreciating the cleverness or wordplay involved in the pun.

Pun detection involves identifying whether a given statement contains a pun or not,
while pun location involves determining the specific word or phrase in the statement that is
being used in the pun.

Pun translation involves finding equivalent puns in different languages, which can be
challenging due to differences in word structure, sound patterns, and cultural references.
Finally, pun interpretation involves understanding the intended meaning of a pun, which can
be difficult because puns often rely on context and can have multiple interpretations.

Pun detection, location, translation, and interpretation are important tasks in natural
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language processing, as they can improve the accuracy of machine translation, sentiment
analysis, and other language-based applications.

2. Approach

GPT-3 is a powerful language model that can be used for a variety of natural language
processing tasks, including pun detection, location, translation, and interpretation. Here are
some approaches to solving these tasks using GPT-3:

Pun detection: GPT-3 can be used to detect puns by analyzing the language patterns
and the context of the text. To do this, you can feed the text containing the pun to GPT-3 and
then analyze the output to see if it recognizes the pun. This approach can be enhanced by
fine-tuning GPT-3 on a pun detection dataset to improve its accuracy.
GPT can be trained to recognize patterns and wordplay commonly associated with puns. By
providing examples of puns and non-puns during the training process, you can potentially
develop a model that can detect puns in text. However, building a robust pun detection model
can be challenging, as puns often rely on contextual understanding and cultural references.

Pun location: GPT-3 can also be used to locate puns by identifying the specific word
or phrase that is being used in the pun. This can be achieved by training GPT-3 on a dataset of
puns and non-puns, then using it to analyze new text samples to locate puns. This approach
can be further improved by incorporating additional features, such as part-of-speech tags or
syntactic structures.
GPT can help with pun-related queries by providing information about puns associated with
specific locations, such as puns related to place names or local references. By specifying the
location or context, you can ask GPT for puns related to that particular place. However, the
availability and accuracy of puns related to specific locations may vary.

Pun translation: GPT-3 can be used to translate puns between languages by leverag-
ing its multilingual capabilities. You can input the pun in one language, and then use GPT-3 to
translate it to another language while preserving the pun’s intended meaning. This approach
can be further improved by fine-tuning GPT-3 on a pun translation dataset to enhance its
translation accuracy.
GPT can assist in translating puns between languages to some extent. By providing the original
pun in one language, you can ask GPT to generate an equivalent pun in another language.
However, due to the complexity and nuance of puns, translation may not always preserve the
humor or intended meaning.

Pun interpretation: GPT-3 can also be used to interpret puns by analyzing the con-
text and the meaning of the text. To do this, you can input the pun to GPT-3 and then use
its language understanding capabilities to determine the intended meaning of the pun. This
approach can be enhanced by fine-tuning GPT-3 on a dataset of puns and their interpretations
to improve its accuracy.



GPT can assist in interpreting puns by providing explanations or alternative interpretations. By
providing a pun and asking for its meaning or different ways to understand it, GPT can generate
explanations based on its training data. However, due to the subjective nature of humor and the
complexity of puns, interpretation may vary, and not all puns will have a definitive explanation.

Overall, GPT-3 can be used to solve pun detection, location, translation, and interpre-
tation tasks by leveraging its natural language processing capabilities and by fine-tuning it on
pun-specific datasets to enhance its accuracy.

Classifiers are also very common for pun detection. Naive Bayes[3] is a probabilistic
algorithm that can be used for classification tasks, such as identifying whether a given
statement contains a pun or not. It works by calculating the probability of each word in
the statement being associated with either pun or non-pun categories, and then making a
classification decision based on these probabilities.

Random Forest[6] is a decision tree-based algorithm that can be used for both classi-
fication and regression tasks. In pun detection and location, it can be used to create a set of
decision rules based on the features of the text, such as the presence of homophones or multiple
meanings of words.

Neural networks[4] are a powerful class of machine learning algorithms that can be
used for a variety of tasks, including classification, regression, and language modeling. In pun
detection, location, translation, and interpretation, neural networks can be used to process and
analyze the text, learn patterns, and make predictions based on these patterns.

K-Nearest Neighbors (KNN)[5] is a non-parametric algorithm that can be used for
classification tasks. It works by finding the k closest data points in a training set to a new data
point and using the labels of those neighbors to classify the new data point. In pun detection
and location, KNN can be used to find similar text samples that contain puns and use their
labels to classify new text samples.

Overall, these algorithms can be used in combination with various features of text,
such as lexical, syntactic, and semantic features, to build models that accurately detect, locate,
translate, and interpret puns in language. The choice of algorithm and feature set will depend
on the specific requirements and constraints of the task at hand.

3. Results

3.1. GPT3

GPT-3 indicated perfectly all the pun locations, translations, interpretentions as can be seen on
photos.



location text
drift When they bought a water bed, the couple started to drift apart.
lose OLD BREAD MEN never die, they just lose their dough.
melons She was only a Fruit vendor’s daughter, but, my, she had big melons.
felt He crashed through several windows, but felt no pane.
a-maize-ing Corn is so versatile that it is an a-maize-ing grain.
dawn Those who get up at sunrise have many ideas dawn on them.

It was done just by changing a prompt. For example this is prompt for pun interpretation.
GPT-3 can show where probably is location of a pun. Here’s an example to illustrate how GPT-3
can find location:

User: "Why did the sand go to therapy? It had some ’shore’ issues!"
In this example, GPT-3 recognizes the keyword "beach" and generates a pun involving the

word "shore." While the generated pun is related to the beach, GPT-3 does not possess knowledge
of the exact location where the pun might be relevant.

GPT-3 relies on its language understanding and knowledge acquired from training on a vast
amount of text data to find possible locations of the puns.

d e f simpleMyPrompt ( prompt , i n p u t ) :

r e s p o n s e = opena i . Complet ion . c r e a t e (
model =" t e x t − d a v i n c i −0 0 3 " ,
prompt=prompt ,
t e m p e r a t u r e = 0 . 7 ,
max_tokens =256 ,
top_p =1 ,
f r e q u e n c y _ p e n a l t y =0 ,
p r e s e n c e _ p e n a l t y =0
)
r e t u r n r e s p o n s e
d a t a _ t e s t . append ( d a t a _ t r a i n [ ’ t e x t ’ ] . app ly ( lambda x :

simpleMyPrompt ( ’ P r o v i d e me with i n t e r p r e t e t i o n o f t h i s
joke ’ , x ) ) )

3.2. Classificators

They checked if train data, which was provided could "guess" if test data correctly indicated
pun localization. Results were not exacly the best. Score of every classifier was around 0.0
to 0.4. The "score" in the context of a classifier typically refers to a performance metric that
quantifies the accuracy or effectiveness of the classifier’s predictions. The specific score or
metric used depends on the problem type (e.g., binary classification, multi-class classification)
and the evaluation goals. Classifiers can sometimes have lower accuracy or "bad scores" for
several reasons:



• classifiers require a sufficient amount of training data to estimate the probabilities accu-
rately. If the dataset is small or lacks representative samples, the classifier may not be
able to generalize well to unseen data, leading to lower accuracy.

• If the dataset is imbalanced, meaning that one class has significantly more instances than
others, classifiers can struggle to handle the imbalance effectively. They may exhibit a
bias towards the majority class and perform poorly on the minority class.

• If some features in the dataset are irrelevant or provide limited discriminatory power
for the target variable, naive Bayes classifiers may struggle to separate different classes
effectively, resulting in lower accuracy.

In this case we provided smaller amount of training data.

4. Conclusions

In conclusion, pun detection, location, translation, and interpretation are important natural
language processing tasks that involve understanding and analyzing the use of puns in language.
These tasks can be addressed using various machine learning algorithms and techniques,
including GPT-3, naive Bayes, random forest, neural networks, and KNN.

GPT-3 is a particularly powerful language model that can be used to solve these tasks
due to its natural language understanding capabilities and its ability to process large amounts of
text data. By training GPT-3 on pun-specific datasets and leveraging its multilingual capabilities,
we can accurately detect, locate, translate, and interpret puns in different languages and contexts.

GPT has the potential to provide better scores in pun detection, pun translation, pun
location, and pun interpretation than classifiers due to its extensive training on a diverse range
of text data. The model’s broad language understanding and ability to capture contextual
nuances contribute to its performance in these tasks. However, the specific performance and
score improvements can vary depending on the quality of training data, task complexity, and
the availability of specialized models or approaches designed for these specific pun-related tasks.

Overall, the ability to accurately detect, locate, translate, and interpret puns can have
important implications for various natural language processing applications, such as machine
translation, sentiment analysis, and text generation. As such, continued research and
development in this area are essential for improving the accuracy and reliability of these
language-based applications.
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