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Abstract
Processing bird audio data and building classifier algorithms lead to different insights about
the bird species, in turn improving what is known about avian biodiversity. The research for
audio processing and audio classification has been ongoing for some time and with major
advances. Paired together with the many existing species and sound types of birds it makes
the task of bird song classification complex. This work explores popular audio methods to
preprocess and augment two types of extracted features, audio and spectrogram images, by
making use of deep learning techniques such as pretraining, fine-tuning, and transfer
learning. Results feature averagely good models while showcasing the effect of certain data
modifications or classification training techniques.
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1. Introduction
This work represents the working note and the details from participating in the BirdClef2023

competition, which is taking place as part of the LifeClef2023 branch [1]. The competition goal is to
construct classification algorithms that will be used to recognize and attribute the bird species for a
given audio signal as input [2]. The main focus of this working note is the deep learning experiments
based on both types of data: audio time series and image spectrogram data; paired together with
different preprocessing and augmentation techniques for both image and signal data. The best results
feature models based on 1D CNN architectures trained and fine-tuned on audio signal data that make
use of background noise as augmentation; achieving 0.63186 and 0.74384 private and public scores
respectively. The rest of the paper includes the details related to the activity submitted by us regarding
sending the runs in this competition.

2. Solution Objectives
The large amounts of audio data and the BirdClef2023 competition requirements for the model

evaluation, under 2 hours and CPU only runs, imposed quite strict restrictions on what an individual
can submit, making very deep and complex models impractical [2]. By taking the restrictions and the
development environment, along with the team size of one person and the late registration to the
competition (last month), the goals are not set to be on the overpromising side. As such, the proposed
objectives of this work are to:

• establish a preprocessing and augmentation pipeline for the dataset;
• experiment on simpler model architectures trained from scratch;
• experiment with finetuning and transfer learning on pre-trained architectures, such as the

EfficientNetv2 [3];
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• cover experiments on both signal time series data and spectrogram image data;
• explore with Gaussian and Normally distributed background noise [4] [5];
• construct a final model pipeline with the best-found insights;
Some of the selected experiments were chosen to test and experiment with past popular techniques

applied to audio time series and spectrogram data. A good example would be the time series and
spectrogram image augmentation results presented in [6], which present Time Warping and Scaling as
being among the best augmentation methods for audio time series.

3. Data Exploration
The dataset provided by the competition after registration contains 264 folders representing each

class through an ID, with distinct amounts containing audio data files with varying durations. Each
directory contains audio recordings saved in the OGG digital format. By exploring the dataset, some
issues are identified: the audio file class imbalance (Fig. 1), different noise levels between audio files
(Fig. 3), and empty segments longer than 5 seconds (Fig. 2).

Figure 1. Audio files per bird species contained within the competition dataset

Figure 2. Audio 5 second frames from bird species malkin1; left contains bird data and right does not



Figure 3. Audio frames from different recordings showcasing the background noise discrepancy

4. Data Preprocessing

4.1.Audio Data Frame Cutting
The initial audio file data is not in the correct format that allows for easy processing, so it needs to

be cut into 5 seconds pieces with a sample rate of 32,000, implying a resulting dataset of samples of
shape (160,000). Among the considered techniques for cutting up data from Figure 4, the one that
would bring the most quality would be using bird sound detection [7]. The compromise between time
and quality was to take the simple window shift without overlap because it would contain windows
with the bird calls and a smaller quantity of empty fragments compared to the window shift with the
overlap method. By applying the aforementioned method, the balance of data has suffered even
further, with some classes having as little as 1 window of 5 seconds while others have over 1,000
inputs worth of data.

4.2.Dataset Splitting
The setup for evaluation is done by splitting the training data by a ratio of 70:30 between train and

evaluation, as a swifter alternative to the better-performing K-folds cross-validation technique [9].

4.3.Feature extraction
From the initial raw audio frames, by applying the Short-time Fourier Transform [9] and the Mel

Scale transformation the log-mel features can be extracted [10], which can be further transformed into
the Mel spectrogram image. To obtain a square image shape with size (128, 128), the following
parameters for the algorithm were used: 128 Number of Mels, the competition sample rate of
32,000/second, and a hop length equal to ⌈ 160000 / 128 ⌉.

4.4.Dataset Augmentation
The augmentation was done both on the preprocessing side for the spectrogram data but only

dynamically on batch load during training. The three used techniques for augmentation, which are
shown to work well on audio data [6], are Time Warping, Scaling, and Shifting (a subclass of
permutation with one cut). Data scaling is a form of augmentation that reduces or decreases the values
of a random time window of the time series [6]. The magnitude of the scaling was uniformly chosen
between -0.1 and 0.1. Time Warping dilates or contracts random windows of time that are
predominantly used as a technique for time series augmentation [6]. As can be seen in Fig.5 the effect
on the spectrogram data is pretty damaging which is why it was omitted from the spectrogram
preprocessing pipeline; this augmentation technique is still safe to use in the case of working directly
with the time series data.



Figure 4. Possible solutions for extracting audio frame samples from the initial audio recordings

Figure 5. Mel Spectrogram of a plain bird signal audio (left) and augmented with Time Warp (right)

Shifting, a subclass of permutation, is an augmentation technique that cuts the time series in two
and rearranges the order resulting in pieces [6]. Two types of shifting were applied: shifting the time
series by a factor between -0.1 and 0.1, and cutting directly in half, and reordering the two pieces. The
impact of the shifting on the spectrogram image data was minimal in most cases due to the bird song
not being constant during the audio. Still, on the signal time series data counterpart, the discontinuity
of values among the time axis was pretty visible and clear to affect the data quality (see Fig. 6).

The algorithm used to augment the dataset in the preprocessing phase is the one described in
Algorithm 1. The goal was to obtain at least 20 distinct input samples per class and favor species with
less than 264 input audio frames and generate more data for them.



Figure 6. Audio signal shifted circularly at the middle point and leaving a big discontinuity in data
making the data less usable as plain waveform

Algorithm 1. Augmentation process for each of the 5 second input audio

4.5.Class Weights
After the augmentation of the spectrograms, the least represented classes had at least 20 samples

but still nothing in comparison to 8,000 others; the time series data being unaffected. The problem
with weights being too high or low is that during training this will cause the loss to overshoot and



explode or vanish certain errors, making the learning process much harder. The solution applied was
to smooth out the weights for both the spectrogram and the signal data samples, the result is shown in
Fig. 7. The process for smoothing the data is described in Algorithm 2.

Algorithm 2. Method used to directly scale and smooth the training weights for the model training

Figure 7. Resulting class weights used for to increase loss during training for misrepresented species

4.6.Mixup
The mixup operation was done directly on the audio signals, and then the spectrogram feature

extraction was applied to the final combined signal to obtain instead of the original, the mixed-up
spectrogram. Usually, Mixup is done during training between random samples [9], but given the
circumstances of time and resources available, it was decided to build a dataset generator using the
mixup method. Additionally, to address the remaining imbalance within the dataset the mixup dataset
generator also got provided with the initial class weights and target class weights for the resulting
dataset which further balanced the data amount per bird species.



The target mixup generated dataset has a size of 100,000 and minimum label items of 264. The
current label weights is the one presented in Figure 40, the target label weights are the ones in Figure
7 and the data input is the augmented data, as previously mentioned in the augmentation section for
spectrograms. The total amount of data needed per label was given by the target class weights
multiplied by the dataset size and finally clipped by the minimum requirement of 264 items.

4.7.Partitioning
The final dataset data was separated into multiple partition files, which contained the respective

training and validation data in order. One last step applied was to also shuffle the data in order to
break the order between the dataset species.

4.8.Preprocessing Pipeline
There were two final configurable preprocessing pipelines for building the datasets used to train

the models submitted to the competition, which can be seen in Fig. 8: one for images and another one
for signals. In Fig. 8, all of the experimental preprocessing steps were included: with green the kept
ones and red the discarded ones. Validation data is represented by the orange color while training by
the violet one. The final product of the pipelines is the variations of the signal dataset, variations of
the spectrogram dataset, and the final training class weights. The final datasets containing
spectrograms were generated both with and without any augmentation to cover all cases when
experimenting. A considerable observation would be that the augmentation that will happen during
the training process is not shown in the below schema, and it will be included in the Deep Learning
Experiments chapter.

5. Deep Learning Experiments
Common denominators among all the experiments are the Adam optimizer with a starting learning

rate of 0.00001-0.000001, the Binary Crossentropy Loss function, and the ROC AUC metric used to
evaluate the model on training and validation data. The PR AUC metric is also used as a measurement
in some of the experiments. One common feature is the method of loading the data partitions which
was done by prefetching and loading at least 2 partitions ahead, which improved the training times for
both the image and time series datasets. Initial testing was done with the batch size with values from
{16, 32, 64, 128, 256} and 64 items per batch achieved the shortest train epoch duration in both
scenarios: image and time series data. All of the models were scheduled to train up to 100 epochs and
used a method to save and keep track of the best validation-performing model at each epoch. If no
improvements to the validation metrics were made for more than 20 epochs the training would be
stopped. The experiments tables are made to highlight the most significant changes in the training
process and one entry from those tables might be in reality a series of tests concluding into that result.
There were 3 model types with which were experimented: 2D convolutional models trained from
scratch on spectrogram data, 1D convolutional models for signal data trained from scratch, and
experiments with transfer learning and fine-tuning the EfficientNet V2 B0.

The final submission was made by taking the best three already submitted models (Table 4, indices
6, 7, and 8, focus on public score) and fine-tuning them in 3 steps of 3 epochs each, on the validation
data. Fine-tuning was done only on the last dense layers with a much lower learning rate. After the 3
fine tuning iterations, the best model was the one using the base 1D convolutional architecture paired
together with some uniform background noise (indices 8-11 from Table 4).



Figure 8. Data preprocessing pipeline which includes the steps used to obtain the Image
Spectrogram, Audio Waveform Datasets and training class weights (red marks unperformant methods

while green marks the ones used within final pipelines)



Table 1. Experiments with self made and trained 2D convolutional models

Table 2. Transfer Learning and Fine-tuning Experiments on EfficientNetv2B0 backbone

Table 3. Experiments with self made and trained 1D convolutional models

The model submissions were made using the Kaggle web platform2 for uploading the models and
running the notebooks. An important note is that only one author kaggle account was used in
preparing and submitting competition runs.

6. Experiment Results
The augmentation methods that were used, Time Warping, Scaling, and Shifting as described in

[6], did not seem to impact the training that much, sometimes even being detrimental; with no strong
evidence in the case of spectrograms due to the case of faulty data. Among all of the training
experiments, multiple activation functions have been tried and the ones with the most consistent good
results were Sigmoid, Relu, and LeakyRelu. By consulting all the experiments, the fine-tuning
techniques always helped and provided models with an easier way to improve. Another, not as
highlighted, technique is the class weights applied to the loss, which helped combat the data
imbalance, especially during the 1D convolutional training sessions. The best submission made (index
9 from Table 4) was a convolutional 1D model built and trained from scratch by using a variety of
deep learning techniques combined with added background uniform noise; which was also fine-tuned
on the validation dataset as a last successful step at improving the quality.

2 https://www.kaggle.com/competitions/birdclef-2023



Table 4. Model variants submitted to the competition through Kaggle and their final results

Training and experimenting with both the waveform of audio data and spectrogram image data
helps in gathering (Tables 1-3) a variety of helpful insights regarding the portability and consistency
of the used training and pretraining methods. It also provides a solid ground for training more
complex ensemble models that make use of both types of data.

7. Future Work
There are many possible directions for further explorations, coming from both explored and

unexplored ideas. An interesting idea that some participants used during the competition was to
complement the existing dataset with external bird audio data. This proved to be one of the key points
in obtaining higher-quality classification models. A future iteration of the dataset could potentially fix
the problem either by applying transformations to entire data files or by finding a way to exclude
empty audio frames altogether. There are many possible directions for further explorations, coming
from both explored and unexplored ideas. An interesting idea that some participants used during the
competition 24 was to complement the existing dataset with external bird audio data. This proved to
be one of the key points in obtaining higher-quality classification models. Because of the data issue,
the spectrograms’ convolutional models were compromised. A future iteration of the dataset could
potentially fix the problem either by applying transformations to entire data files or by finding a way
to exclude empty audio frames altogether.

8. Conclusion
Looking back to the original goals and comparing them to the current state, the dataset-building

pipeline has been finalized and, besides the problem in the mel spectrogram image pipeline, it helped
in building training-ready datasets. The performed experiments added value through the insights they
offered and allowed in the end to build better valid submissions. Most techniques did not manage to
achieve a good performance, while others seemed to always improve the results; a case being the
added background noise. The classic and simple model architectures turned out to be able to learn to
distinguish among the bird species and even showed much more potential.
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