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Abstract
This paper presents our participation in the Style Change Detection task for PAN at CLEF 2023. The
primary goal of this task is to identify alterations in writing style at the paragraph level within a provided
document that has been authored by multiple writers. The task comprises three sub-tasks that differ in
difficulty levels, primarily based on the diversity of topics addressed within the paragraphs. To address
these sub-tasks, we investigate the effectiveness of fine-tuning different pre-trained transformer-based
models, with a particular emphasis on RoBERTa. Additionally, we employ data augmentation techniques
to enhance the performance of our models. Furthermore, we incorporate ensemble modeling to further
improve the accuracy and robustness of our style change detection system. In the competition, our
provided models achieved the first rank in terms of F1 score for two of the sub-tasks, and secured the
second position for the remaining sub-task.
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1. Introduction

Multi-Author writing style analysis is an interesting area of study that focuses on analyzing
documents that have been written by multiple authors. It involves a range of tasks, such as
determining whether a document is the product of a single author or multiple authors [1], as well
as investigating the occurrence and positioning of style changes in multi-authored documents
[2]. The primary motivation behind Multi-Author writing style analysis is that it enables the
identification of positions where authors switch within a text, allowing for the detection of
plagiarism and the verification of claimed authorship, even in the absence of comparison texts.
Style change detection also assists in uncovering gift authorships and can contribute to the
development of innovative technologies for writing support [3].

The style change detection task introduced by PAN [4] this year focuses on detecting writing
style changes at the paragraph level in a given text document. The objective is to detect style
changes between consecutive paragraphs, assessing whether there was a transition in writing
style. The task provides datasets of three difficulty levels: easy (subtask 1), medium (subtask 2),
and hard (subtask 3. In the easy level, paragraphs cover a range of topics, allowing approaches to

CLEF 2023: Conference and Labs of the Evaluation Forum, September 18–21, 2023, Thessaloniki, Greece
$ ahmadhashemi@cmail.carleton.ca (A. Hashemi); wei.shi@carleton.ca (W. Shi)
� 0000-0003-2853-4963 (A. Hashemi); 0000-0002-3071-8350 (W. Shi)

© 2023 Copyright for this paper by its authors. Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).
CEUR
Workshop
Proceedings

http://ceur-ws.org
ISSN 1613-0073 CEUR Workshop Proceedings (CEUR-WS.org)

mailto:ahmadhashemi@cmail.carleton.ca
mailto:wei.shi@carleton.ca
https://orcid.org/0000-0003-2853-4963
https://orcid.org/0000-0002-3071-8350
https://creativecommons.org/licenses/by/4.0
http://ceur-ws.org
http://ceur-ws.org


utilize topic information for detecting authorship changes. The medium level features a smaller
topical variety, requiring the approach to focus more on style to effectively solve the detection
task. The hard level consists of paragraphs on the same topic throughout the document [5].

2. Related work

With the advancements in natural language processing techniques, many researchers have
directed their attention toward various tasks within the realm of digital text forensics. These
tasks cover a wide range, including the detection of fake news [6], spam [7], and hate speech
[8], as well as author profiling [9], authorship attribution [10], and style change detection
[11]. Earlier studies primarily employed feature-based approaches, involving the extraction of
stylistic features followed by applying traditional machine learning or deep learning algorithms.
However, the emergence of pre-trained transformer-based models, with their remarkable capa-
bilities, has led to a shift in focus for many recent studies. These studies now mostly center
around fine-tuning pre-trained models to customize them for their respective tasks.

In the domain of style change detection, early attempts primarily revolved around the
extraction of stylometric features. For instance, Eissen and Stein [12] employed word frequency
classes to differentiate between distinct writing styles in order to investigate intrinsic plagiarism
detection. Bensalem et al. [13] utilized n-grams to identify authorial style changes, while Gianella
[14] applied Bayesian modeling techniques to segment a document based on authorship. Another
approach [15], involved the use of neural networks in conjunction with various stylometric
features.

More recent approaches in style change detection have mostly leveraged pre-trained models,
although some still incorporate stylometric features. For example, Iyer and Vosoughi [16]
employed Google AI’s BERT pre-trained bidirectional models to tokenize and generate sentence
embeddings, which were then utilized to train a random forest classifier for the PAN’s SCD
task. For the PAN SCD task of 2021, Singh et al. [17] extracted stylometric features from each
paragraph and used the absolute differences between the feature vectors to train a Logistic
Regression classifier to determine if two paragraphs were written by the same author. Lin et
al. [18] fine-tuned transformer models such as BERT, RoBERTa, and ALBERT, along with their
classifiers, to measure the similarity between paragraphs or sentences for authorship analysis
in the most recent PAN style change detection task in 2022.

In our work, we investigate the effectiveness of leveraging three pre-trained transformer-
based models in detecting style changes between consecutive paragraphs, where both the author
and topic change, as well as cases where only the author changes while the topic remains the
same. Additionally, we apply data augmentation techniques and employ ensemble modeling to
enhance the performance of our approach.

3. Dataset

For each of the subtasks, a separate dataset has been provided. These datasets comprise
multiple documents, with each document containing some paragraphs. For every document, a
corresponding ground truth file is available, providing two pieces of information: 1) the number



Table 1
Datasets statistics. "Training 1," "Training 2," and "Training 3" correspond to the tasks with easy, medium,
and hard difficulty levels, respectively. Similarly, "Validation 1," "Validation 2," and "Validation 3" represent
the validation sets for each respective task.

Dataset documents Avg. paragraphs per document samples positive negetive

Training 1 4200 4.07 12,904 11,347 1,557
Training 2 4200 7.71 28,216 13,215 15,001
Training 3 4200 5.55 19,113 9,021 10,092

Validation 1 900 4.14 2,828 2,451 377
Validation 2 900 8.82 7,042 3,029 4,013
Validation 3 900 5.56 4,112 1,953 2,159

of authors associated with the document, and 2) the identification of consecutive paragraphs
where a style change has occurred, indicating a transition in authorship. Each subtask’s dataset
has been divided into a training set and a validation set.

For our experimental setup, we treated every pair of consecutive paragraphs as a sample
and concatenated them. Each sample was assigned a label indicating whether a style change
occurred between the two paragraphs (labeled as 1) or if they were written by the same author
(labeled as 0). Further details and statistics about the datasets in our experimental setup can be
found in Table 1.

4. Methodology

4.1. Data preparation

To create the samples, we begin by concatenating two consecutive paragraphs within each
document using a separator token. Next, we assign the associated binary label indicating
whether a style change occurs between the two paragraphs. This allows us to transform
the task into a binary classification problem. To prepare the samples for fine-tuning the pre-
trained transformer-based models (specifically BERT, RoBERTa, and ELECTRA), we employ the
corresponding tokenizer associated with each model. However, it is important to note that these
models have limitations regarding the maximum input sequence size, typically set at 512 tokens.
To address this limitation, we analyze the datasets and find that in each dataset only a few
samples exceed the maximum token limit. Therefore, we opt to truncate the longer samples. To
ensure equal attention is given to each paragraph in the sample, we adopt a truncation strategy
that involves removing tokens from both ends of the sequence.

4.2. Pre-trained Transformer Models

Pre-trained transformer models are powerful language models that are trained on massive
amounts of text data. They learn to understand the structure and patterns of language, enabling
them to generate high-quality text and perform various natural language processing (NLP)
tasks. Fine-tuning the pre-trained models allows us to leverage their language understanding



capabilities and transfer the knowledge they have acquired from their extensive pre-training
to our specific task. In our study, we employed three popular pre-trained transformer models,
namely BERT, RoBERTa, and ELECTRA.

BERT (Bidirectional Encoder Representations from Transformers) is a revolutionary model
that introduced the concept of bidirectional context to capture the dependencies between words.
It utilizes a transformer architecture and pre-training tasks such as masked language modeling
to learn contextualized representations of words [19]. RoBERTa, an extension of BERT, further
enhanced the pre-training process by utilizing additional training data and applying dynamic
masking strategies. This enabled RoBERTa to achieve even better performance across a range of
NLP tasks [20]. ELECTRA (Efficiently Learning an Encoder that Classifies Token Replacements
Accurately) introduced a novel pre-training method called "discriminative masked language
modeling." It improves efficiency by generating synthetic training data and training the model
to differentiate between original and replaced tokens [21].

To adapt these pre-trained models for our specific task of style change detection, we added a
binary classification layer on top of each model. This allowed the models to learn and classify
whether a style change occurred between the consecutive paragraphs in each sample. For
each subtask, we fine-tuned the models using the associated dataset to consider the unique
characteristics of each subtask.

4.3. Data augmentation

To explore the potential impact of generating more samples while disregarding the consecu-
tiveness and order of the paragraphs, we conduct an investigation. We transform the task into
determining whether the same author wrote two concatenated paragraphs (not necessarily
consecutive or in order). This allows us to explore different approaches for data augmentation.
In our first approach, we swap the order of the two paragraphs in each sample, creating a new
sample with the same label to double the number of samples. Additionally, we leverage the
metadata provided in the datasets to identify paragraphs written by the same authors that are
not necessarily consecutive. Using the metadata, which includes the number of authors in each
document, we employ the Algorithm 1 for each document to retrieve such pairs of paragraphs
and augment the data.

As Algorithm 1 demonstrates, we incorporate additional non-consecutive pairs of paragraphs
into our sample set and assign them labels based on the inferred relationships. For example, if
there are three consecutive paragraphs without a style change, we can infer that the first and
third paragraphs are written by the same author. Similarly, if there are style changes between
the first and second paragraphs and between the second and third paragraphs, we can deduce
that the authors of the first and third paragraphs are different, given that the number of authors
in the document exceeds the number of style changes by one.

After data augmentation, we utilize our extended sample sets for each subtask to fine-tune
the pre-trained model following the same process explained earlier. It is important to note
that this augmentation introduces a change in the nature of the train set, deviating from the
consecutive and ordered structure that exists in the test data. However, the advantage of having
a larger dataset can improve the model’s ability to capture patterns across paragraphs written
by the same author.



Algorithm 1: Pseudocode for data augmentation based on non-consecutive paragraph
pairs

if style_changes.count(1) = (authors_count− 1) then
for 𝑖 in range(len(paragraphs)− 1) do

𝑗 ← 𝑖+ 1 ; // set the next paragraph index
while 𝑗 < len(paragraphs) and style_changes[𝑗 − 1] = 0 do

; // while same author
if 𝑗 > 𝑖+ 1 then

samples.append(paragraphs[𝑖] + seperator + paragraphs[𝑗])
labels.append(0) ; // same author

end
𝑗 ← 𝑗 + 1 ; // move to the next paragraph

end
while 𝑗 < len(paragraphs) do

if 𝑗 > 𝑖+ 1 then
samples.append(paragraphs[𝑖] + seperator + paragraphs[𝑗])
labels.append(1) ; // style change

end
𝑗 ← 𝑗 + 1 ; // move to the next paragraph

end
end

end

4.4. Generalization and Ensemble modeling

Given the similarity in the nature of datasets across different subtasks, particularly in terms
of the presence of style changes, we explore the potential benefits of leveraging datasets from
other subtasks to enhance the model performance for a specific subtask. For example, Task
2 and Task 3 share similarities as they both involve style changes occurring while the topic
remains consistent. Similarly, Task 2 and Task 1 exhibit similarities as they both encompass
style changes alongside topic transitions. We believe that the datasets from Task 1 and Task
3 can provide valuable insights to Task 2, as they encompass scenarios that align with this
task. Accordingly, our investigation involves not only fine-tuning the model using the provided
dataset specific to the subtask but also incorporating additional samples from other subtasks’
datasets to assess the impact of having a generalized model.

To maximize the potential benefits offered by the various approaches mentioned, we employ
an ensemble strategy based on the majority voting approach. For each subtask, we develop
three models, all based on fine-tuning the RoBERTa pre-trained model, which we will discuss
in subsequent sections as the most effective among the investigated pre-trained models for all
subtasks. The first model utilizes the initial samples exclusively from the task-specific dataset for
fine-tuning. The second model incorporates augmented samples derived from the task-specific
dataset, thereby expanding the training data. Lastly, the third model combines all the original



samples from the other datasets in addition to the task-specific dataset to provide a generalized
model. By ensembling these models, we aim to leverage the strengths of each approach and
enhance the overall performance of our style change detection system.

5. Experiments

5.1. Experimental settings

We downloaded the large versions of pre-trained BERT, RoBERTa, and ELECTRA models from
HuggingFace [22]. The implementation and fine-tuning of these models were conducted on a
server equipped with an NVIDIA A100 GPU. To optimize the performance of our models, we
selected hyperparameter values as follows: We set the maximum sequence length to 512, the
learning rate to 0.00001, the batch size to 16, and the number of epochs to 10.

To assess the effectiveness of the models for each subtask, we evaluate their performance by
computing the F1 score on the provided evaluation set. The F1 score is calculated based on the
predictions made by the models for detecting style changes between consecutive paragraph
pairs within the evaluation set of each subtask. After conducting our experiments and obtaining
results on the evaluation sets, we select the best-performing model for each subtask and run
the model on an unseen test set using the TIRA platform [23].

5.2. Results

The results of our experiments are presented in this section. Firstly, Table 2 displays the
performance comparison of fine-tuning pre-trained models on the original task-specific datasets
for each subtask. The findings indicate that RoBERTa consistently outperforms both BERT and
ELECTRA across all subtasks, establishing its superiority in the task of style change detection.
As a result, we have selected RoBERTa as the preferred approach for our style change detection
system.

Moving on, Table 3 presents the performance evaluation results of our RoBERTa-based
experiments on the evaluation set. It highlights the F1 scores for each subtask and approach.
The findings reveal that fine-tuning RoBERTa on the original task-specific dataset yields the
highest F1 scores among all the provided approaches for subtasks 1 and 3. As can be seen, the
performance of the generalized model trained on all the datasets drops for subtask 1 and subtask
3, which aligns with our expectations as these subtasks possess exclusive characteristics that
may not benefit from additional data from the other subtasks. On the other hand, subtask 2
exhibits similarities to both subtask 1 (style changes along with topic changes) and subtask
3 (style changes without topic change), which explains why the performance drop for the
generalized model is less significant in subtask 2.

Furthermore, incorporating augmented data for subtask 3 leads to a notable performance
drop, suggesting that considering paragraph order and consecutiveness is not negligible for
detecting style changes when the topic is consistent. However, the utilization of augmented data
produces competitive performance compared to only using the original samples for subtasks 1
and 2. Notably, the ensemble model for subtask 2 achieves the best F1 score, indicating that the



Table 2
F1 score obtained by fine-tuning each pre-trained model for each of the subtasks on the associated
validation set. The best result for each dataset is given in bold.

Pre-trained Model Subtask 1 Subtask 2 Subtask 3

BERT 0.9823 0.7451 0.7048
ELECTRA 0.9882 0.8024 0.7797
RoBERTa 0.9957 0.8106 0.8140

Table 3
F1 score obtained by each RoBERTa-based approach for each of the subtasks on the associated validation
set. The best result for each dataset is given in bold.

Approach Subtask 1 Subtask 2 Subtask 3

Basic 0.9957 0.8106 0.8140
Augmented data 0.9832 0.8053 0.7266

Generalized (all datasets) 0.9661 0.8042 0.7449
Ensemble 0.9907 0.8221 0.7906

Table 4
Final performance results on the unseen test sets.

Task Reported F1 Score

Subtask 1 0.984
Subtask 2 0.843
Subtask 3 0.812

individual models capture complementary patterns that contribute to the overall performance
improvement.

Based on the validation set results, we select the ensemble approach for subtask 2 and the
basic RoBERTa models for subtasks 1 and 3 to perform on the final test sets. The final results
of our selected models on the unseen test sets are presented in Table 4. According to the
provided results reported by the competition organizers, our provided models for subtasks 1
and 2 outperformed all other participants’ models, securing the first position. For subtask 3, we
achieved the second position.

6. Conclusion

In conclusion, our investigation aimed to enhance style change detection in textual documents
through various techniques and approaches. We explored data augmentation strategies to
generate non-consecutive paragraph pairs, allowing the model to learn patterns beyond sequen-
tial and ordered paragraphs. We found that fine-tuned RoBERTa models outperformed BERT
and ELECTRA in all the task difficulty levels, demonstrating their effectiveness in capturing
style changes. The results also highlighted the importance of considering the unique nature of



each task, as incorporating additional data from unrelated tasks did not necessarily improve
performance.

Furthermore, the ensemble approach proved to be valuable in capturing complementary
patterns, particularly for subtask 2, where the nature of the subtask contained similarities to
both the other subtasks. This ensemble model outperformed individual models, emphasiz-
ing the benefits of combining multiple perspectives. We believe these insights contribute to
advancements in authorship attribution and plagiarism detection applications.
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