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Abstract
In this paper, we used a method based on BERT for text segmentation and combination; we
divided long texts into segments and encoded them using BERT. By learning the semantic
and contextual information from the original text, we calculated the similarity between the
two segments. Then, we conducted a comprehensive evaluation of the overall similarity
between the two texts to determine whether they were written by the same author. This model
achieved good scores on the PAN2023 Authorship Verification dataset.
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1. Introduction

In the field of NLP (Natural Language Processing), Authorship Verification refers to the task of
identifying and attributing the author of a text based on its features and style[1]. Authorship
Verification has significant applications in various domains, such as literature, law, and computational
social science. It helps address issues like text fraud detection, copyright protection, literary research,
and authorial style analysis[2-4]. For example, Authorship Verification can help identify the identity of
anonymous writers or document authors and can also be used to detect plagiarism in academic
papers[5].

This task aims to determine whether two texts are written by the same author. We extract features
from these samples and train a model that can recognize unknown authors to perform Authorship
Verification. However, there are challenges involved, including diverse text styles, imbalanced
samples, cross-domain generalization, and so on. These are complex problems to address in the task
of Authorship Verification[6-8].

In this study, the long texts are segmented, and BERT (Bidirectional Encoder Representations
from Transformers) encodes the concatenated texts. By learning the semantics and contextual
information from the original texts, we calculate the similarity and provide an overall evaluation of
the two texts. This evaluation helps us determine the similarity between the two texts and ultimately
make a conclusion about the result.

2. Datasets

Authorship verification task datasets consist of many English text pairs and pairs of texts from the
Aston 100 Idiolects Corpus in English covering DTs (Discourse Types) of both written and spoken
language: essays, emails, interviews, and speech transcriptions. Each sentence pair is assigned a
unique identifier to distinguish between the same author pair and different author pairs. Additionally,
metadata on the discourse type for each text in the pair is offered. Many tags are used within the text
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to identify the original message's boundaries, new lines, and author-specific and topic-specific
information, such as named entities. There are a total of 56 authors and 8,836 text pairs in the data
text.

Table 1
Data information of Authorship verification datasets

Discourse Types number
essays 2,549
emails 7,054

interviews 6,090
speech transcriptions 1,934

Table 1 shows the number of texts that appear in the dataset for four different text types. We
performed simple text processing, including handling labels, emojis, and extra spaces. We replaced
the labels with "<MASK>"[9], converted emoticons into corresponding words, and removed
unnecessary spaces.

3. Method
3.1. Data Processing

In order to determine whether two variable-length texts, ����1, and ����2, are written by the same
author, we divide each text into fixed-length segments: ����1 : { ����1_1 , ����1_2 , ����1_3 , . . . ,
����1_�−1,����1_�} and ����2: {����2_1,����2_2, ����2_3, . . . , ����2_�−1,����2_�}. Then, we combine
and concatenate the corresponding segments of the two texts. If there are remaining text segments
after the combination, we repeat the process by starting from the first segment of the other text and
continue combining until all the text segments are joined. This results in pairs of combined text
segments:
{[����1_1 , ����2_1],[����1_2 , ����2_2],[����1_3 , ����2_3],…, [����1_�−1 , ����2_�] ,[����1_� , ����2_1]}.

During the combination and concatenation process, we simultaneously label the pairs with a value
indicating whether they are written by the same author or not: {0,1,0, …, 1,1}. This allows us to extract
features from these samples and train a model to recognize unknown authors. The model is built to
determine whether the authors are the same based on the extracted features and training.



Figure 1: Data Process

The text preprocessing method corresponds to the content in the Figure 1; we added tags such as
"[CLS]" and "[SEP]" to the text to differentiate between sentence pairs. Except for the last segment
that is split, the length of each segmented text is kept as close to 256 tokens as possible[10]; this
ensures that the maximum sentence length is achieved when feeding the data into the model, allowing
for maximum feature extraction from these samples. The extracted features are then used to train the
model. If one of the text segments has more splits than the other, the combination and concatenation
process starts from the beginning segment of the other text, aiming to maximize the amount of
training data for the model and ensure sufficient training.

3.2. Model

This paper utilizes BERT, a pre-trained language model based on the Transformer architecture, to
fine-tune the model for the task of Authorship Verification in the field of natural language processing.
BERT is trained in an unsupervised manner on a large-scale dataset, allowing it to learn rich semantic
and contextual information. BERT introduces bidirectional context modeling, unlike traditional
language models such as GPT (Generative Pretrained Transformer), that only consider the left or right
context. By using self-attention mechanisms, BERT can consider the contextual information of all
positions in a sentence simultaneously, capturing the semantic relationships more effectively[11].

In BERT, certain word fragments in the input text are randomly masked, and the model attempts to
predict these masked fragments. This task encourages the model to learn the correlations between
contexts, enabling it to correctly predict the masked fragments[12]. BERT takes a pair of consecutive
sentences as input and determines whether they are continuous in the original text. This task helps the
model learn the relationships and coherence between sentences[13].We input each pair of concatenated
sentences into the model to obtain a result, and then take the average of each result as the final answer.

Figure 2: Model training process

4. Experiments and Results
4.1. Experimental setting

In this work, BERTbase is used with 12 layers, 768 hidden units, and 12 attention heads, allowing
the model to attend to the input with different attention weights. BERT and a fully connected network
classification model are built using Keras. Firstly, we employ a method to find the most suitable



learning rate, which utilizes a 1cycle learning rate policy[14]. Then, we train the model using one of the
three learning rates recommended in the BERT paper: 2e-5[11].

Figure 3: Find suitable learning rate

A batch size of 32 is set, and sparse categorical cross-entropy is used as the loss function. The
optimization method employed is Adam. The concatenated text is inputted into the model for training.
The model predicts and evaluates the individual segments of the combined text. Once predictions are
obtained for all text segments, an overall evaluation is performed to determine the final answer
regarding whether the texts are written by the same author.

4.2. Results

We randomly extract data from the dataset according to an 8:2 ratio, with 80% of the data being
used as the training set and 20% as the test set.We saved the fine-tuned model with high accuracy and
proceeded to validate it using our self-organized dataset. Our objective was to identify the model that
would yield the best results. Here are the top five overall validation experiment results:

Table 2
Better training results on the training set
epoch AUC C@1 f_05_u F1 brier overall
24 0.941 0.941 0.928 0.943 0.941 0.939
19 0.940 0.940 0.936 0.941 0.940 0.940
26 0.944 0.945 0.932 0.946 0.945 0.942
20 0.945 0.945 0.932 0.947 0.945 0.943
23 0.952 0.952 0.943 0.953 0.952 0.950
25 0.950 0.950 0.947 0.951 0.950 0.950

Table 3
Better validation results on the validation set
epoch AUC C@1 f_05_u F1 brier overall
12 0.538 0.538 0.429 0.292 0.538 0.467
3 0.540 0.540 0.429 0.289 0.540 0.467
9 0.538 0.538 0.430 0.292 0.538 0.467
5 0.540 0.540 0.430 0.291 0.540 0.468
7 0.539 0.539 0.431 0.292 0.539 0.468
8 0.540 0.540 0.438 0.301 0.540 0.472



It can be observed that the performance of the saved model during training differs from its
performance on the validation data. The model at epoch 8 did not yield the best results during training,
but it demonstrated excellent performance across various evaluation metrics during validation.

We have uploaded three submitted runs on TIRA[15]: 'coincident-sound', 'foggy-raster', and
'perpendicular-field'. 'coincident-sound' calculates the length of sentences by counting the number of
tokens using BERT tokenizer and submits the best overall validation result. 'foggy-raster' and
'perpendicular-field' calculate the length of sentences by counting the number of words separated by
spaces and submit the best results for validation AUC and F1. The results on the official training set
and test set are shown in the following table:

Table 4
The results on the official training set

Run Name AUC C@1 f_05_u F1 brier overall
coincident-sound 0.930 0.930 0.908 0.933 0.930 0.926

foggy-raster 0.958 0.958 0.965 0.958 0.958 0.959
perpendicular-field 0.977 0.977 0.978 0.977 0.977 0.978

Table 5
The results on the official test set

Run Name AUC C@1 f_05_u F1 brier overall
coincident-sound 0.548 0.548 0.547 0.544 0.548 0.547

foggy-raster 0.533 0.533 0.493 0.424 0.533 0.503
perpendicular-field 0.534 0.534 0.493 0.421 0.534 0.503

5. Conclusion

In this study, a BERT-based method for text segmentation and combination was employed to
determine whether two texts were written by the same author. As shown in Tables 2, 3, and 4, good
performance results were obtained during training. However, there was a significant discrepancy
between the results obtained during validation and training, indicating that the experiments may not
have fully considered issues such as diverse text styles, imbalanced samples, and cross-domain
generalization.
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