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Abstract

Participating in the shared task "Image Retrieval for arguments", we used different pipelines for image retrieval containing Image Generation, Stance Detection, Preselection and Feature Matching. We submitted four different runs with different pipeline layout and compare them to a given baseline. Our pipelines perform similarly to the baseline.
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1. Introduction

As the saying goes, "a picture is worth a thousand words". A convincing argument in writing should be accompanied by an equally convincing image. There are no perfect out-of-the-box solutions so far, which is why we participated in the shared task "Image Retrieval for arguments"\textsuperscript{[1]} from Touché \textsuperscript{[2]}.

2. Background

In the following section, related work covering image generation with Stable Diffusion and Feature Matching is reviewed.
2.1. Stable Diffusion

"Stable Diffusion is a latent text-to-image diffusion model capable of generating photo-realistic images given any text input."[3]

Stable Diffusion is a neural network that generates an image corresponding to a given text input (so-called prompt). It is possible to specify a certain image style (e.g. "comic") by including it in the prompt.

For our approach, the version stable-diffusion-v1-4 was used, which was created by resuming training from stable-diffusion-v1-2 with 225,000 steps at a resolution of 512×512 pixels[3].

2.2. Feature Matching

"Feature matching refers to the act of recognizing features of the same object across images with slightly different viewpoints"[4]. In this context, features are defined by keypoints, which causes their name feature keypoints. These feature keypoints mark an area that is particularly interesting or defining in an image.

SIFT is a feature descriptor used to detect, describe and match local features of images. For that, the descriptor uses a database of images to compare with. Every feature of the new image is compared to the database with Euclidean distance of the feature vectors to recognize objects[5]. Broadly speaking, SIFT extracts feature keypoints and feature descriptor from an image. The descriptors contain the visual description of images and are commonly used to determine the similarity between images.

FLANN stands for Fast Library for Approximate Nearest Neighbors and is used for fast nearest neighbor search in large datasets or images. In general, a matcher takes the descriptors of two images, builds pairs of features with one feature from each image, and calculates for every pair a distance. The smaller the distance, the more similar the features are to each other. With clustering and search in multidimensional spaces, the matching by FLANN is more efficient for larger datasets compared to the often used BFMatcher[6].

Using a threshold, the feature matches are filtered. Every match has a distance value while the threshold is also a value. All matches with a distance under the threshold value are accepted and determined as good. The smaller the accepted distance values, the more similar are the matches between two images. That means the similar images are to each other.

Additionally, homography is used to determine the transformation between points in an image and projects them on to an image plane with a normalized camera. That means objects are viewed usually from different angles in two images, but they show the same objects. Therefore, the images have a different perspective. With homography, the objects in the image are made comparable by bringing the images into the same perspective. (Compare [7])
3. Approach

Our implementation is available on GitHub\(^1\). The complete pipeline containing all steps is shown in Figure 1. In its current state, it’s a full-rank pipeline.

3.1. Query Preprocessing

To isolate possible important terms for the following queries, the spaCy\[^8\] library was used to parse the topic questions and generate a parse tree. Then, all tokens that were identified as punctuation and the root word (a verb) were excluded. From the remaining, only words that had a lower Zipf frequency\[^9\] (log base 10 of times the word appears per billion words) than 5.6 were kept. This threshold was chosen because it was the average Zipf word frequency in the given corpus. After this, it was assumed that only relevant words were kept. To support the query, the root word was placed in front of the remaining words, which kept their order.

For example, the phrase “Do we need sex education in schools?” was decomposed into the root word “need” and the remaining words “sex”, “education”, and “schools”. The resulting intermediate query would be “need sex education schools”.

For PRO queries, the intermediate query was used as it is. For the CON queries, the negation “not” was put in front of the intermediate query.

3.2. Image Preselection

For the initial image preselection, an index was constructed with PyTerrier\[^10\] containing the ID of a document and its text content. Here, at most 4096 characters were used. Then, BM25\[^11\] was used to retrieve the best 50 images for a given query, generated as described in 3.1.

\(^1\)https://github.com/ArcticF0x99/ir_image_retrieval
3.3. Stance Detection

For the stance detection, we used a Hugging Face pipeline\(^2\) that implements the work from Wenpeng Yin and Roth\(^1\) for zero-shot classification with the BART model after being trained on the MultiNLI data set. The pipeline was freely available and can be loaded with the "zero-shot-classification" pipeline from hugging face\(^3\).

The model receives a text and different labels and outputs the probability of each label being a good descriptor for the given text. Hence, either "contra", "pro" or "neutral" was added in front of the given query.

The highest probability was assumed to show the stance of the image. They were sorted according to the score and the image IDs returned.

3.4. Image Generation

The image generation is used to generate images with given queries/phrases. For that, we used Stable Diffusion.

A generated image for a query displays the information of the query visually. With the use of image comparison methods (like Feature Matching), every image of a dataset is compared to the generated image. The more similar an image is to the generated one, the better the image to the query. The next section explains that in more detail.

3.5. Image Ranking (Feature Matching)

For a given query, a series of images are ranked using Feature Matching. The set of images may include a variety of styles, therefore feature matching with generated images of various styles can improve query matching overall. As a result, cartoonish and photorealistic visuals are produced. For this, we concatenate a style prompt ("a photograph about the topic:" or "an image in comic style about the topic:" ) and the query, which is then processed by Stable Diffusion to generate an image.

Matching features between a pair of images are detected using feature matching, always between one generated image and one from the queried dataset (see section 2.2). As a result, for each image, the number of matches above the threshold is returned. The assumption is that an image with many good matches is a desirable result for the query. The images are rated according to the numbers of matches, and the top ten images are returned.

4. Results

4.1. Submission

We submitted 5 runs through Tira\(^1\) with different combinations of the approaches described in Section 3, namely:

\(^2\)https://huggingface.co/facebook/bart-large-mnli

\(^3\)classifier = pipeline("zero-shot-classification", model="facebook/bart-large-mnli")
Table 1
Precision@10, precision@1, mean average precision (MAP), and p-value for student’s test for the pipelines with the curated data corpus

<table>
<thead>
<tr>
<th>Pipeline ID</th>
<th>Precision@10</th>
<th>Precision@1</th>
<th>MAP</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1</td>
<td>0.146</td>
<td>0.130</td>
<td>0.122</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0.155</td>
<td>0.160</td>
<td>0.111</td>
<td>0.699</td>
</tr>
<tr>
<td>1</td>
<td>0.131</td>
<td>0.150</td>
<td>0.092</td>
<td>0.271</td>
</tr>
<tr>
<td>2</td>
<td>0.115</td>
<td>0.181</td>
<td>0.146</td>
<td>0.491</td>
</tr>
<tr>
<td>3</td>
<td>0.149</td>
<td>0.120</td>
<td>0.109</td>
<td>0.658</td>
</tr>
</tbody>
</table>

1. **Pipeline -1**: Baseline provided by the Touché Team [2]
2. **Pipeline 0**: Query Preprocessing and Image Preselection only
3. **Pipeline 1**: Query Preprocessing and Image Preselection with Stance Detection on text
4. **Pipeline 2**: Query Preprocessing and Image Preselection with Stance Detection on image text
5. **Pipeline 3**: Query Preprocessing and Image Preselection with Stance Detection on text and image text

In every approach, Image Generation and Image Ranking was used to determine the final ranked results.

4.2. Relevance evaluation

From the 5 pipelines, we collected the top 10 images returned by the pro and con queries for each of the 50 topics, gathering a total of 5000 images. After duplicate removal, 2091 images remained and were independently judged by three annotators with the labels *off-topic, pro, con* and *neutral*. The Fleiss-Kappa for the three annotators was 0.38. For the evaluation of the different approaches, the image judgments were curated as follows:

- if two annotators agree on a label, this label is chosen
- if there is no majority agreement and the image is labeled by more than one as *on topic*, its label will be *neutral*

4.3. Pipeline Evaluation

We evaluated the pipelines with the curated data as described above and with the judgments from the Touché Team [2]. Precision@10, precision@1 and mean average precision were calculated. Furthermore, we used a student’s t-test to find out whether the difference in values for average precision of the individual runs is significant compared to the -1 (baseline) run. Table 1 shows the results for our curated judgements, Table 2 for the Touché judgements.

5. Discussion

The results above indicate that even though the precision values vary across the different pipelines, none are statistically significant different from the baseline.
Table 2

<table>
<thead>
<tr>
<th>Pipeline ID</th>
<th>Precision@10</th>
<th>Precision@1</th>
<th>MAP</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1</td>
<td>0.127</td>
<td>0.130</td>
<td>0.097</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td><strong>0.141</strong></td>
<td><strong>0.170</strong></td>
<td>0.100</td>
<td>0.911</td>
</tr>
<tr>
<td>1</td>
<td>0.115</td>
<td>0.120</td>
<td>0.084</td>
<td>0.602</td>
</tr>
<tr>
<td>2</td>
<td>0.090</td>
<td>0.106</td>
<td><strong>0.113</strong></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.122</td>
<td>0.110</td>
<td>0.096</td>
<td>0.956</td>
</tr>
</tbody>
</table>

We observed relatively low values for precision on average. This may be partially due to missing relevant pictures in the corpus. Judging by the low Fleiss-Kappa, the task of evaluating the stance and relevance of an image for a certain topic was ambiguous, which was confirmed by the annotators. For future applications, an annotation guideline should be given to the annotators to avoid confusion. Overall, the results with the different judgements seem to agree.

We see that the inclusion of stance detection on the website text seems to be not beneficial in our case. Future work could determine if other stance detection models also suffer from this. Furthermore, selecting a higher amount of pictures than the current number of 50 during pre-selection could lead to different results. This is supported by the fact that out of the 5000 results for the 5 pipelines, actually only 1938 were unique. Since all of our results are chosen from the same $50 \times 2 \times 50 = 5000$ images, this may be part of the poor results.

6. Conclusion

As seen in Section 4, our pipelines perform not significantly better or worse than the baseline. The assumption was that with the inclusion of more information like stance detection the pipeline would perform better, namely pipeline 3 would perform best. We could not find evidence for that with our approach.

In the experimental setting, the pipeline 0 was the best in precision@10 for both judged images and pipeline 2 the best MAP for both judged images. For precision@1, pipeline 0 was best with our curated data, for the given data pipeline 2 performed best.

Different things could be changed in order to get better results like testing other variations of stance detection and image generation with image ranking. Other, untested approaches and a change in the approach combination used may lead to different results. As mentioned in the section 5, maybe the corpus is at fault and more pictures with a clearer stance may lead to better results. Increasing the number of pre-selected images could also serve as a topic for further research.
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