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Abstract

Hyperchalk is an open-source online whiteboard aimed at use cases in education and has been developed
with Learning Analytics in mind. It allows users to sketch and draw in a collaborative environment.
Similar to commercial whiteboard tools, this allows the implementation of various collaborative learning
tasks. However, unlike commercial solutions, in the background, the tool collects trace data, which can
be used to study learners’ collaboration processes and calculate metrics that inform teachers about their
learners’ collaboration processes. Collaboration, however, always involves communication between
collaborators, and analyzing it is crucial for understanding emerging learning processes. So far, this was
a dead spot of Hyperchalk as the tool was limited to collecting only what happened on the whiteboard
itself. In this paper, we present an updated version of the tool, which allows users to communicate
directly within Hyperchalk with the help of text and voice chat functionalities that have been added. In
particular, we illustrate the technical architecture that is a basis for these added features.
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1. Introduction

Hyperchalk is an open-source online whiteboard. It is intended to function as a tool for im-
plementing dynamic, collaborative learning activities in computer-supported collaborative
learning scenarios and collects rich log data about the collaboration processes to understand
the learners better and support them through Learning Analytics [1]. However, so far, this data
collection has ignored essential components of computer-supported collaborative learning: oral
and written communication. In current synchronous online learning scenarios, communication
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is mainly managed through video conferencing tools, which provide limited access to commu-
nication data. For Learning Analytics research, this can be problematic as it can be hard to
fully understand the collaboration processes that occur during collaborative learning activities
without analysing the actual communication of the people involved [2].

For this reason, we updated Hyperchalk with voice-over-IP and text chat functionalities.
Users can now use these functionalities on all whiteboards, allowing instructors to deactivate
them optionally. For implementing these features, we chose a centralized approach so that
all communication between learners is sent over the Hyperchalk server. This guarantees
that it can be fully logged and is available for real-time or post-hoc analyses. Moreover, to
allow practitioners to create interactive learning experiences with Hyperchalk, we offer APIs
to integrate external bots with the tool that can send learners text- and voice messages and
manipulate the board state.

2. Background

Work on computer-supported collaborative learning is often based on constructivist pedagogy.
Speaking in simple terms, this school of thinking follows the notion that learners don’t simply
learn by transmitting and receiving learning content. Instead, they need to (re-)construct their
understanding of what is to be learned from the input they receive. Following this notion,
in computer-supported collaborative learning scenarios, it is often emphasized that learners
communicate to help extend each other’s understanding of a given topic [3, 4].

In collaborative learning scenarios, learners often take on different team roles [5]. These influ-
ence what and to which degree learners can acquire knowledge in these scenarios. Sometimes,
such roles are explicitly assigned, but more often, they emerge naturally from the individual
group dynamics. Dowell et al. [6] found that such emerging roles can be identified in multiparty
communication employing vector-based natural language processing methodology. Menzel
et al. [7] followed up on this work by identifying roles as a basis for providing learners with
role-specific feedback.

Online whiteboards allow the implementation of a whole range of different collaborative
activities. Like analogous whiteboards, users can collaboratively draw, sketch and illustrate in
group contexts [1]. This usually goes hand-in-hand with discussions and extensive commu-
nicative processes. Consequently, computer-supported collaborative learning is often highly
multimodal by nature [2], and whiteboard-based learning tasks are no exception. We suspect
that analyzing both learners’ communication and interactions on the whiteboard is crucial for
understanding the entire learning processes that emerge during such scenarios.

Multimodal learning analytics is the field of research dedicated to studying and understanding
multimodal data produced by learners during such scenarios [8]. In this context, the look at
multiple modalities aims to acquire a complete picture of what happens during learning, as
different aspects of learning can be expressed through different modalities. On the one hand,
this involves the products learners create during learning activities, which can be multimodal by
themselves. On the other hand, learning processes can be expressed through different modalities,
particularly during computer-supported collaborative learning where communication plays a
key role [2]. We suspect that multimodal indicators extracted from both learners’ whiteboard



interactions and communication can be utilized to identify learner roles and to provide learners
with individualized feedback similar to Menzel et al. [7].

3. Method

To make Hyperchalk ready for multimodal learning analytics in computer-supported collab-
orative learning scenarios, we extended the tool to support voice- and text chat to allow the
collection of learner data from these modalities, which can then be analyzed in combination
with trace data from the whiteboard itself.

We added two additional buttons to the interface to make the chat functionalities available
to the users in Hyperchalk. The goal was to integrate them into the existing user interface
seamlessly. For this reason, we added two respective buttons to the tool’s menu bar. Figure 1
depicts a screenshot of the updated menu bar of Hyperchalk with these additional buttons.
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Figure 1: A screenshot of the updated menu bar with buttons for access to the new chat features added.

The first button (1) opens a chat window where users can exchange text messages. They are
also provided with a simple emoji picker similar to the ones found in established messaging
apps. Moreover, they can send images and files. This aims to make the user experience similar
to established messengers so that users are not driven to use them instead of our integrated
chat function. A link preview function is also provided with the chat.

The second button (2) allows users to turn their microphones on and off. This feature can
be immediately used after granting the browser access to users’ microphones. All users are
automatically in the voice chat when they enter the room and can hear other participants
if their microphones are turned on. This is intended to keep barriers for users to engage in
communication low.

Both communication features use a centralised approach. This means all communication is
sent to the server, which broadcasts it to other users in a room. The reasoning is to make all
communication traceable without encountering synchronization issues that are more likely
to emerge for a decentralized approach. In the following sections, we describe the technical
properties of both functions.

3.1. Text Chat

For transmission of chat messages, we use a simplified version of the XMPP protocol [9],
an established open text messaging standard. Messages are sent to the server, which then
broadcasts them to the other clients in the session. Moreover, all chat messages are stored in the
database for later analysis. The replay mode of Hyperchalk also supports playback of the chats.



3.2. Voice Chat
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Figure 2: This diagram depicts the technical architecture of the voice chat feature and the segmentation
pipeline.

We use WebSockets to transmit audio messages between the server and clients. All audio
messages are stored on the server, as well. For this purpose, incoming audio streams are buffered
and stored with a timestamp. A constantly running background task then segments the buffered
audio streams into individual speech segments using Pyannote [10, 11] and Diart [12]. The audio
is encoded using the Opus codec and stored as OGG files on the server using Pedalboard [13].
An individual ID and a timestamp are generated and stored in the database for documentation
for each file. Figure 2 depicts this architecture schematically.

3.3. API for External Services

On top of the chat functionalities, we offer an API for external services to interact with Hyper-
chalk. These external services can access respective board states and manipulate them to react
dynamically and interact with users. This allows for implementing flexible, interactive learning
activities in Hyperchalk through external backend services.

In this context, we also allow for the exchange of audio streams and chat messages between
Hyperchalk and external services. On the one hand, this allows practitioners to develop and
couple live analytics services like live transcription, affect detection or discourse analysis with
the software. On the other hand, external services can use these APIs to pipe audio streams
and chat messages into rooms so that it is possible to integrate voice-driven chatbots or virtual
instructors that interact with the learners via Hyperchalk.

4. Conclusion

In this paper, we introduced and outlined text- and voice-chat features for Hyperchalk. With
these, we aim to make the software ready for multimodal learning analytics to study the
collaboration processes of users within boards. Moreover, we introduced the option to provide
external services that interact with users through text and audio and react to and manipulate
the board state with Hyperchalk.
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