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Abstract
In recent years, we have witnessed an increase in the amount of published research in the field of
Explainable Recommender Systems. These systems are designed to help users find the items of the most
interest by providing not only suggestions but also the reasons behind those recommendations. Research
has shown that there are many advantages to complementing a recommendation with a convincing
explanation. For example, such an explanation can often lead to an increase in user trust, which in turn
can improve recommendation effectiveness and system adoption. In particular, for this reason, many
research works are studying explainable recommendation algorithms based on graphs, e.g., exploiting
knowledge graphs or graph neural networks based methods. The use of graphs is very promising since
algorithms can, in principle, combine the benefits of personalization and graph reasoning, thus potentially
improving the effectiveness of both recommendations and explanations. However, although graph-based
algorithms have been repeatedly shown to bring improvements in terms of ranking quality, not much
literature has yet studied how to properly evaluate the quality of the corresponding explanations. In
this position paper, we focus on this problem, examining in detail how the explanations of explainable
recommenders based on graphs are currently evaluated and discussing how they could be evaluated in
the future in a more quantitative and comparable way in compliance with the well-known Explainable
Recommender Systems guidelines.
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1. Introduction

Graph-based algorithms have attracted the interest of many researchers because of the capabili-
ties they offer to represent the world of interactions, particularly those related to humans. They
are a promising field because the learning process can be based directly on graphs that, in addi-
tion to representing user-object interactions, can include contextual information such as user
demographics, product categories, and other attributes. In particular with the objective of cap-
turing these connections and exploiting these potentials through user suggestions, Knowledge
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Graphs (KGs) and Graph Neural Networks (GNNs) have gained significant attention in recent
years, especially in the Recommender Systems (RSs) field to ensure fairness [1], improve business
value [2], or generate relevant, yet explainable, recommendations to users from graphs [3, 4]. As
users have increasingly demanded explanations for recommendations in recent years, it becomes
crucial for model developers to provide insights into how and why those recommendations are
made. Unlike traditional recommender systems, this kind of approach allows any recommenda-
tion to be generated by simultaneously integrating it with a corresponding explanation. The
explanations provided can be very persuasive [5, 6, 7] in that they often exploit graph reasoning
logic that allows the explanation to be represented as a path on the graph. For example, an expla-
nation for a “Back to the Future” recommendation, may be intuitively represented with the path

“user
watched
−−−−−−−→ Forrest Gump

directed by
−−−−−−−−−→ Robert Zemeckis

that also directed
−−−−−−−−−−−−−→ Back to the Future”

[8]. However, although graph-based methods have repeatedly shown remarkable performance
in modeling complex user-item relational dependencies and generating relevant recommenda-
tions, the transparency and interpretability of the underlying reasoning process still remain a
significant concern. In particular, the main problem lies in establishing a clear understanding of
what a Graph-Based Explainable Recommender System (GxRS) should provide as an explanation,
how it could be useful for the final users, and especially how accurate the outcome is.

In the following sections, we will examine several works reported in the most recent surveys
[9, 10, 11, 12, 13, 14] in the field of GNN- and KG-based recommender systems, from 2018 to 2023
(see Table 1). What emerges from our analysis is that many existing studies have focused on the
use of graphs to improve the performance of recommender systems in terms of recommendation
quality, diversity, and other conventional measures, while less rigorously assessing the quality
of the corresponding explanations. Studies often offer only qualitative case-based examples
where a particular explanation is represented graphically as a path on the graph. However, what
is generally lacking is a quantitative and comparable evaluation of the quality of explanations
according to the widely known guidelines of explainable recommendation systems [15]. While
graphical explanations are useful for getting an intuitive idea of the underlying reasoning
process, they also severely limit the comparison of algorithms and, more generally, the progress
in this particular field. Instead, it may be beneficial for research to focus more in the future on
the evaluation aspects by designing metrics to provide quantitative insights into the complete
decision-making process to ensure that the algorithms’ explanations are useful in practice from
a human perspective.

To clarify the challenges mentioned above, the remainder of the article is organized as follows.
In Section 2 we offer a general introduction to recent graph-based explainable recommendation
algorithms. Subsequently, in Section 3 we focus on the current methodologies used in the
literature to evaluate these algorithms. Then, in Section 4 we bring to the community’s attention
the importance of the well-known explainable recommender systems guidelines for evaluation,
while also discussing potential ways to use these guidelines in future research works. Finally,
Section 5 concludes the article with a summary of the findings. We hope that our work will
improve the understanding of current advances, identifying major challenges, and encouraging
the development of more robust and user-oriented approaches for evaluating graph-based
explainable recommender systems in the future.



Table 1
Research works on graph-based explainable recommender systems that emerged from the surveyed
literature [9, 10, 11, 12, 13] divided by algorithmic method and explainability evaluation approach.

Algorithmic
Method

No Explainability
Evaluation

Qualitative Explain-
ability Evaluation

Quantitative Explain-
ability Evaluation

Embedding-based [16, 17, 18, 19, 20] [21, 22, 23]

Path-based
[24, 25, 26, 27, 28, 29,
30, 8, 31, 32, 33, 34, 35]

[36, 37, 38, 39, 40, 41]

2. Graph-based Explainable Recommendation Algorithms

In the literature, a number of different studies proposed the use of GNN- or KG-based algorithms
to generate relevant, yet explainable recommendations from graphs. These graphs often provide
additional information in addition to the most commonly used user-item interactions, including
demographic characteristics of the user (e.g., age, gender), various attributes of the item (e.g.,
product category, price range), and contextual features (e.g., time, location) interconnected in a
graph. A graph can be classified into homogeneous (if the edge connects only two nodes and
there is only one type of nodes and edges), heterogeneous (if the edge connects only two nodes
and there are multiple types of nodes and edges), or hypergraph (where each edge joins more
than two nodes). While edges represent a relation (interaction or property) of the node, each
node represents an entity of the dataset that could have one or more associated properties and
could interact with other entities. There are various techniques for using such graph-based
information for recommendations and/or explanation purposes.

Depending on how the graph is handled in the learning process, we can distinguish different
graph-based explainability recommendation techniques in the literature. For example, in certain
cases, neural networks can be exploited to decompose the graph in the form of embeddings or
paths (see Table 1). In particular, embedding-based methods typically aim to learn embedding
representations of users, items, and other entities from the graph that can be used to generate
recommendations or explanations. However, embedding-based methods generally lack the
ability to discover multi-hop relational paths from the graph to generate explanations. Therefore,
the explanations provided are generated by exploiting empirical criteria of similarity matching
among the various embeddings in the graph to motivate post-hoc a given recommendation
(weak explainability). Instead, path-based methods first identify connectivity paths between
users and items and then feed those paths into the recommendation algorithms to generate
recommendations and explanations. However, although the explanations provided by these
models often appear quite convincing, as they are based on complex multi-hop reasoning,
considering all possible paths between a given user-item pair may involve irrelevant ones that
can lead to mismatches with real user preferences (error propagation). Given the current limita-
tions of pure path-based and embedding-based algorithms, other hybrid [8, 31, 32] algorithms
have also been studied in the literature. These methodologies should, in principle, improve
recommendations and explanations by alleviating the weak explainability and error propagation
problems. However, as we discuss in the next section, explanations are not always rigorously
evaluated.



Considering the above open challenges, it is highly important to effectively evaluate not only
the quality of the recommendations of current methods but also the quality of the corresponding
explanations. For example, some algorithms may be more suitable for certain application
domains because they may provide better explanations. Other algorithms may be preferable for
other contexts because they may provide more relevant yet explainable recommendations.

3. Are we Really Evaluating the Quality of Explanations of
Graph-based Explainable Recommendation Algorithms?

In the above literature, a variety of methods and metrics are used for evaluation purposes. In
particular, all the surveyed studies employ well-known offline metrics (e.g., Precision, Recall,
NDCG, AUC) from the RSs literature to evaluate the relevance of recommendations1. These
metrics are typically used to evaluate the performance of a RS in recommending items of most
interest to users. Proposed graph-based algorithms are often able to beat baselines in terms of
relevance or other well-known quality factors such as diversity and coverage because, since
graphs are often used as additional contextual information to the user-item interaction matrix,
they allow, in principle, more accurate recommendations to be generated. However, especially
for an Explainable Recommender Systems, while it is important to assess the relevance of
recommendations, it should also be equally important to assess the quality of the corresponding
explanations. Indeed, the recommendation algorithm could, in principle, produce good-quality
recommendations but weak explanations.

Unfortunately, when analyzing the above literature in detail, it emerges that only a few
papers [36, 37, 38, 39, 40, 41] have evaluated the quality of explanations as rigorously as they
have assessed recommendations relevance. Indeed, in terms of explanation quality, almost all
studies (see Table 1) provide some qualitative case-based analysis to intuitively evaluate the
quality of the algorithmic reasoning process. Typically, a specific recommendation of a certain
item is selected for a given user, and a graphical representation of the explanation provided
by the algorithm is proposed. Supplementing the graphical representation, some empirical
observations are often provided to state that, at least intuitively, the considered explanation
seems realistic. However, what is generally missing is a quantitative and comparable assessment
of the quality of the system’s overall explanations, i.e., a goal-oriented evaluation based on
different factors of the explanations that the system should provide for each recommendation
to every user, as is typically done instead when assessing recommendations relevance.

3.1. Current Evaluation of Explanations Quality in Graph-Based
Recommender Systems

Besides the typically employed qualitative case analyses, only a few articles, among the ones
listed in Table 1, proposed to evaluate the explanations of the proposed Explainable Recom-
mender Systems in a more quantitative way. For example, Lyu et al. [38] used ROUGE to

1We refer readers to some recent surveys [42, 43] for further insights on well-known offline evaluation metrics that
are widely used in the RSs literature to assess the relevance of recommendations.



evaluate explanations offline. The metric is typically used for the evaluation of text summariza-
tion tasks and measures the number of overlapping words between the generated text and the
ground truth. Since in the paper, the explanations generated by the algorithm are expressed in
natural language, the authors can use the metric to assess how close these explanations are to
the ground truth user reviews. However, the metric can only be used to evaluate the natural
language-based explanation style, which is a recent area of research in the literature. Therefore,
the proposed evaluation is not suitable for evaluating the more widely-adopted path-based
explanation style, i.e., where the logical reasoning of the algorithm is represented as a path on
the graph. To overcome this limitation, a similar methodology recently employed by Tai et al.
[40] and Zhao et al. [41] consists of evaluating the ability of an algorithm to provide explanation
paths that contain entities also present in the form of words in user reviews, exploiting well-
known relevance-based metrics such as NDCG and Recall. However, as in the previous case, if
user reviews are not present, this kind of evaluation methodology is not applicable. Exploiting
a different methodology, Ma et al. [37] proposed to evaluate the quality of the explanations (in
terms of relevance and diversity) from a human perspective. In particular, the authors randomly
selected 100 user-item recommendation pairs and the corresponding path-based explanations
generated by the recommender system. Then they selected 10 human raters who have machine
learning experience to manually evaluate the quality of explanations. However, as is also
known in other areas in the field of recommender systems, this particular online evaluation
methodology can be very expensive to perform on a large scale and subject to user bias. Hence,
the overall validity of the final results may be compromised if the human raters are not carefully
selected. Another methodology has been proposed recently by Wang et al. [36]. In particular,
given a certain explanation for a user recommendation, proposed to evaluate the degree to
which the explanation path conforms to the particular user profile. Specifically, for a given user,
the authors first construct the user profile containing his/her interactions with the entities of the
graph. Then they measured the number of entities in the explanation path that are also present
in the user profile. Moreover, since an explanation path can be based on multiple hops between
different graph entities, very long reasoning paths would be able to match more user profile
entities. Correspondingly, the authors’ proposed evaluation is based on a hyperparameter that
considers only a certain number of entities in the explanation path for evaluation purposes.
However, as noted by the authors, this evaluation methodology is very inefficient. Hence, they
sampled only 100 test set users and evaluated the explanations of the top-20 recommendations
for each of them. Finally, in another recent work by Geng et al. [39] it has been proposed to
measure through the New Reach Ratio (𝑁𝑅2) metric in which terms a graph-based explainable
model is able to mitigate the recall bias.

4. Towards a More Standardized Evaluation in Compliance with
the Recommender Systems Explainability Guidelines

In the previous section, we highlighted that most of the works in the GxRS literature used a
qualitative case-based analysis rather than a quantitative approach to intuitively evaluate the
explanations provided by the model. Unfortunately, the lack of adoption of a quantitative and
comparable framework for styling, presenting, personalizing, and evaluating such explanations,



Table 2
Existing metrics used in the literature to evaluate the quality of explanations.

Metrics References
MEP, MER [44]

Model Fidelity [45]
EP, E-NDCG [46]

PN, PS [47]
LIR, LID, SEP, SED, PTD, PTC [48, 49]

𝑁𝑅2 [39]

does not allow to compare the different models in terms of explainability results. The adoption
of shared guidelines that employ quantitative metrics would allow this issue to be solved.

In 2015 Tintarev and Masthoff [15], and more recently Chen et al. [50] and Mohseni et al.
[51] released well-known guidelines to create a common evaluation framework for Explainable
Recommender Systems (of which GxRS are part). The guidelines provide a formal process
for assessing the explainability of a model. Following this process, the developer can define
the goal of the model, the target user, and the evaluation metrics to determine how much the
model performs in terms of explainability, considering style, presentation, personalization,
and evaluation aspects. For example, in terms of presentation, the recommendations provider
may desire to give explanations that are structured in a certain way. Currently, most of the
explanations are provided to users by using a template-based structure (e.g., indicating how
many similar users have the same tastes of the current user), a graphical representation (e.g.,
considering a path on a graph) or natural language [52, 53]. Instead, in terms of evaluation,
the quality of explanations is typically assessed considering certain goals, as transparency,
scrutability, trust, effectiveness, persuasiveness, efficiency, and satisfaction. The ability of
explanations to achieve such goals can be evaluated by calculating certain metrics, considering
specific case studies (e.g., for a qualitative assessment) or through online experiments (e.g., user
studies, A/B tests) [50]. Each of these method has certain advantages and disadvantages. For
example, qualitative case-based analyses can be used to intuitively assess whether explanations
are realistic or not. However, the evaluation may be affected by bias, and the outcome of different
models is not comparable. Instead, analyses based on quantitative metrics (e.g., Probability of
Necessity, Mean Explainability Precision) [47, 44] could be less intuitive, but they are easy to
benchmark, comparable, and more efficient.

For example, future works may exploit existing metrics proposed in the literature to evaluate
the explanations quality (e.g.,Mean Explainability Precision [44], or Explainability Power [46]). A
representative list of explainabilitymetrics from the literature [50, 13, 54, 55] is presented in Table
2. In particular, researchers could focus on balancing multiple perspective at the same time, such
as fairness and explainability measuring the Path and Diversity Scores proposed by Fu et al. [56].
Moreover, in the future it could be worth to investigate the relation between the recommendation
list and the explanation properties as proposed by Balloccu et al.. In particular, in recent works,
e.g., [48, 49], Balloccu et al. propose six novel metrics to evaluate the quality of explanations, i.e.,
Linking Interaction Recency (LIR), Linking Interaction Diversity(LID), Shared Entity Popularity
(SEP), Shared Entity Diversity (SED), Explanation Path Type Diversity (PTD), and Explanation



Path Type Concentration (PTC). The use of such quantitative evaluation metrics can enhance
the interpretability and transparency of recommendations, empowering users to make informed
decisions based on comprehensible explanations. Overall the integration of such a quantitative
evaluation framework may not only provide concrete evidence of model effectiveness but it
may also contribute to the advancement and adoption of explainable recommender systems in
real-world applications.

Besides exploiting existing metrics, other research directions may also be interesting for
the future. In particular, while existing metrics can be used to measure certain aspects of
explanations, future research may study other quantitative and comparable methods that can be
used to evaluate the quality of explanations in compliance with the explainability guidelines, e.g.,
assessing explanations in terms of style, personalization and presentation aspects. Moreover,
given the limitations of available datasets in reflecting real user preferences in terms of the
explanations provided by the models, further research may focus on collecting datasets that
have such information. Furthermore, another important aspect to consider for the future may be
the inclusion of human-centered evaluation methods. Indeed, evaluating the performance and
effectiveness of explainability from a human perspective is essential to gain valuable insights
into the usability and impact of the explanations provided by an algorithm [57]. Finally, another
effective enhancement for evaluating explanations could be providing explanations to users
through an interface designed to facilitate access, increase comprehension, and collect users’
feedback during the usage experience. Through this interface, providers could measure the
adoption of a system that may seek to achieve one or more objectives at the same time, e.g.,
considering effectiveness [4], persuasiveness, scrutability aspects.

5. Conclusion

In this article, we discussed how the explanations provided by graph-based explainable recom-
mendation systems are currently evaluated, pointing out open challenges and future research
directions in this area concerning evaluation methods. What emerges from our analysis is
that most papers evaluated the quality of explanations through a qualitative case-based analy-
sis, while only a few articles proposed metrics for a more quantitative evaluation. Moreover,
the current metrics are not sufficient to comprehensively evaluate all the different types of
explanation and are only partially compliant with the well-known explainable recommender
system guidelines. Future research will need to address current limitations by providing new
guidelines-compliant evaluation methodologies. With this work, we encourage researchers
to adopt a more quantitative and comparable approach when evaluating the quality of the
explanations. We hope that our efforts will inspire further research in this field and lead to the
creation of more comprehensive and guideline-compliant methods for assessing and comparing
the quality of explanations of graph-based explainable recommendation algorithms.
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