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Abstract  
Researchers continue developing new artificial neural network models and network training 

methods for various data processing tasks. The current research areas include the development 

of novel network architectures and activation functions. As the complexity of the models 

increases, researchers tend to use pre-trained models as the basis for new solutions. 

This paper introduces the adaptive activation function replacement method for pre-trained 

artificial neural network models. The method enables the usage of adaptive functions instead 

of their non-adaptive counterparts without spending time training the model from scratch. The 

effectiveness of activation function replacement is evaluated on the image recognition task 

using a CNN in PyTorch and the CIFAR-10 dataset. 
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1. Introduction 

Artificial neural network models have become essential to modern data processing systems [1]. 

Convolutional neural networks (CNNs) serve as a core of image processing systems, enabling image 

processing at scale [2] and machine-assisted driving [3]. Recurrent neural networks (RNNs) can process 

sequential data, including video feeds [4] and historical data from industrial machinery [5]. The 

attention-based models, including the Transformer-based models, show state-of-the-art results in 

natural language translation [6], code generation [7], and language modeling [8-10]. 

Activation functions provide non-linearity to the network models. While the models in academic 

studies often use continuous activation functions (Tanh, Sigmoid, etc.), the commercial models tend to 

employ piece-wise linear activation functions (ReLU, PReLU, Hard Sigmoid, Hard Tanh, etc.) due to 

their lower computational complexity. At the same time, researchers continue developing new 

activation functions for different neural network architectures and data processing tasks [11]. 

One area of research is related to adaptive activation functions for deep neural networks. While 

networks with adaptive activation functions tend to perform better than the base variants [12], such 

networks are usually trained from scratch, limiting their applicability in production. 

To achieve better performance on the selected datasets, researchers tend to increase the number of 

trainable parameters in the model, add various layers to the network, and experiment with the overall 

structure of the neural network. An increase in the number of layers and parameters of the model leads 

to computational complexities in training and inference. As a result, there is a demand for optimizing 

the training process and using pre-trained models for new data processing tasks [13]. 

We introduce the adaptive activation function replacement method for pre-trained artificial neural 

network models. We demonstrate the method using a CNN model implemented in PyTorch [14]. We 

compare the performance of the derived network, with and without activation function fine-tuning, to 

the performance of the base network on the CIFAR-10 dataset [15]. 
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2. Related Works 

Several research areas are related to the topic studied in this paper: non-adaptive activation functions 

development, adaptive activation functions synthesis, network architecture synthesis and manipulation, 

neural network pre-training, transfer learning, and fine-tuning. 

Works [11-12,16] provide an overview of modern activation functions. Work [16] focuses on 

adaptive activation functions and describes the impact of adaptive activation functions on the 

effectiveness of the resulting model. The work studies parameterized standard and ensemble-based 

functions. The work highlights that the extensive comparison of adaptive activation functions requires 

their evaluation on the same dataset in the same base neural network architecture. However, the 

researchers cite results from other papers instead of conducting an independent assessment. 

Work [11] classifies activation functions by their characteristics, activation function properties, and 

target applications. As a piece-wise linear activation, ReLU benefits from simpler gradients and lower 

computational complexity. At the same time, ReLU shows moderately good results in the image 

processing and classification domains, leading to its common usage in commercial models. In contrast, 

the Sigmoid and Tanh activations are suboptimal for convolutional networks. The work studies Swish, 

ESwish, PReLU, and APL among the adaptive functions. As stated, the impact of additional parameters 

in adaptive activation functions on computational complexity is negligible compared to the overall 

number of parameters in a deep neural network. The authors compare the performance of models with 

different activation functions. The general model architecture remains the same across experiments, 

with activation functions being the only difference. The authors train the derived models from scratch 

and evaluate the performance on the same data set. The work highlights that the convergence of adaptive 

functions dramatically depends on their parameter initialization. In general, the models with adaptive 

functions demonstrate better convergence than their non-adaptive alternatives. 

Works [17-21] introduce new adaptive activation functions for deep neural networks, include them 

in different neural network models, and study their effectiveness on various datasets. The authors in 

[17] combine elementwise attention with the ReLU activation function to create a learnable activation 

function. The researchers in [20] replace all fixed activation functions in a BERT-based Transformer 

architecture with an adaptive Rational Activation Function (RAF). When trained from scratch, the RAF 

networks perform better than GELU on language modeling tasks. Work [19] introduces a continuous 

adaptive alternative to the ReLU and SiLU activation functions and demonstrates its ability to change 

the form and amplitude during training. Work [20] presents a piece-wise adaptive fuzzy activation 

function. Depending on its parameters and the number of membership functions, this fuzzy activation 

function can serve as a piece-wise approximation of continuous activations, such as Tanh and Sigmoid, 

on a pre-defined interval. Work [21] introduces a universal adaptive activation function and studies its 

ability to replace other non-adaptive activation functions. 

We note that works [17-21] only evaluate the effectiveness of models trained from scratch. The 

authors do not mention activation function replacement in pre-trained networks and do not reuse pre-

trained parameters from non-adaptive implementations for further training. 

Works [22-24] propose and describe different artificial neural network models for text processing, 

including the CNN, RNN, and Transformer variants. In [22], the authors propose variants of 

Transformer and ImageNet with Swish as an adaptive sigmoid-based activation function. As stated, the 

models with Swish “show strong performance” compared to non-adaptive activations on the language 

translation and image classification tasks. [23] introduces a deep CNN-based network for text sentiment 

analysis. The authors in [23] highlight the importance of unsupervised pre-training and learned 

embeddings for initializing deep text processing models. 

Work [24] presents DeepMoji, an RNN-based model for sentiment analysis. While [24] describes 

the architecture and the principle of operation of DeepMoji, it is only available in a pre-trained form 

without the original data set. Hence, independent researchers cannot modify the model, train it from 

scratch, and replicate the results from the paper using the same data set.  

Works [25-28] study architecture manipulation for pre-trained neural network models. [25] 

overviews model compression methods for efficient deployment to resource-constrained devices and 

specialized hardware accelerators. The authors of [26] review the knowledge distillation methods. The 

reviewed methods use the teacher-student approach when the original (teacher) model remains 



unchanged while the teacher trains the new (student) model from scratch. In [27], the authors combine 

knowledge distillation with weight pruning for model compression. The authors apply fine-tuning to 

recover the model performance after pruning. Work [28] proposes the removal of weights close to zero 

and the associated connections between the nodes after each training epoch. To summarize, while works 

[25-28] study modifications in the neural network architecture, they do not study the activation function 

replacement in such architectures. 

Works [13,29-31] study the application of fine-tuning, pre-training, and transfer learning techniques 

in data processing tasks. [13] overviews techniques for efficiently training large artificial neural 

network models, including pre-training and knowledge transfer. Some methods from this overview 

propose using pre-trained shallow models as the first layers of larger language modeling models. Other 

approaches include self-supervised and unsupervised pre-training of the whole model on a large dataset 

with fine-tuning on a target dataset. Overall, the authors highlight the importance and perspectives of 

pre-training for deep models like Transformers. Work [29] describes a multi-target evolutionary 

architecture search approach for CNN with weights sharing and sub-sampling of the target models. The 

trained network structure consists of pre-defined blocks, with a machine-readable configuration file as 

the structure definition. The authors apply fine-tuning on the target dataset to recover the accuracy of 

sub-sampled models. According to the paper and the reference implementation, the activation function 

remains fixed during the architecture search and training. Work [30] studies the contribution of 

individual layers in a recurrent Neural Machine Translation (NMT) model. The authors train a complete 

model on the bi-lingual out-of-domain OpenSubtitles2018 dataset, partially freeze the layers, and 

continue training on the target COPPA-V2 dataset. The experiment shows that the impact of individual 

layers during training is relatively small, as the model can still adapt to the new dataset with partially 

frozen layers. Work [31] overviews and evaluates the performance of transfer learning methods. 

To our knowledge, the previous works do not study the methods of activation function replacement 

in pre-trained artificial neural network models and the effectiveness of such replacement. 

3. Method Design 

Let 𝑁 be an 𝑛-layer artificial neural network model with sequentially connected layers. A 

combination of its layers 𝐿 serves as a network description: 𝑁 = {𝐿1, 𝐿2, … , 𝐿𝑛}. Each individual layer 

𝐿𝑖 implements a linear transformation together with a piece-wise non-linear transformation, 

implemented by activation function 𝑓𝑖: 𝐿𝑖 = 𝑓𝑖(𝑋𝑖𝑊𝑖
𝑇 + 𝐵𝑖), where 𝑋𝑖 – the input tensor, 𝑊𝑖 – trainable 

weights for linear transformation, 𝐵𝑖 – the bias tensor, and 𝑓𝑖 – the activation function. 

Let 𝑁𝑜𝑟𝑖𝑔 be the original pre-trained 𝑛-layer artificial neural network model, while 𝑁𝑑𝑟𝑣 – the 

derived network with its activation functions replaced. Hence 𝑁𝑜𝑟𝑖𝑔 and 𝑁𝑑𝑟𝑣 can be described as 

𝑁𝑜𝑟𝑖𝑔 = {𝐿𝑜𝑟𝑖𝑔,1, 𝐿𝑜𝑟𝑖𝑔,2, … , 𝐿𝑜𝑟𝑖𝑔,𝑛} and 𝑁𝑑𝑟𝑣 = {𝐿𝑑𝑟𝑣,1, 𝐿𝑑𝑟𝑣,2, … , 𝐿𝑑𝑟𝑣,𝑛} correspondingly.  

Depending on the implementation, networks 𝑁𝑜𝑟𝑖𝑔 and 𝑁𝑑𝑟𝑣 may share the same layers and 

activation functions for a subset of layers: 

 

 𝐿𝑜𝑟𝑖𝑔,𝑖 = 𝐿𝑑𝑟𝑣,𝑖 = 𝑓𝑖(𝑋𝑖𝑊𝑖
𝑇 + 𝐵𝑖) ∀ 𝐿𝑖 ∈ 𝐿𝑠𝑎𝑚𝑒 , 𝐿𝑠𝑎𝑚𝑒 ⊂ 𝐿𝑜𝑟𝑖𝑔 ∩ 𝐿𝑑𝑟𝑣.  

 

As an alternative, the derived model may have all activation functions replaced while sharing the 

same values of trainable weights:  

 

𝐿𝑜𝑟𝑖𝑔,𝑖 = 𝑓𝑜𝑟𝑖𝑔,𝑖(𝑋𝑖𝑊𝑖
𝑇 + 𝐵𝑖), 𝐿𝑑𝑟𝑣,𝑖 = 𝑓𝑑𝑟𝑣,𝑖(𝑋𝑖𝑊𝑖

𝑇 + 𝐵𝑖)  

 ∀ 𝐿𝑖,𝑜𝑟𝑖𝑔 ∈ 𝐿𝑜𝑟𝑖𝑔 ,  𝐿𝑖,𝑑𝑟𝑣 ∈ 𝐿𝑑𝑟𝑣 , 𝐿𝑜𝑟𝑖𝑔 ∩ 𝐿𝑑𝑟𝑣 = ∅. 

 

 

Assuming the neural network architecture is known, the activation functions 𝑓𝑜𝑟𝑖𝑔,𝑖 can be replaced 

with the corresponding adaptive alternatives  𝑓𝑑𝑟𝑣,𝑖. As the output of each new layer 𝐿𝑖 depends on the 

output of the previous layer 𝐿𝑖−1, changes in the hidden layers may change the distribution of their 

output values, introduce errors to their output values, invalidate the trainable parameter values in each 

subsequent layer, and require re-training of the following layers. 



The replacement activation function 𝑓𝑑𝑟𝑣 shall strictly follow the shape and amplitude of the original 

activation function 𝑓𝑜𝑟𝑖𝑔 to preserve the pre-trained parameter values 𝑊𝑖 and 𝐵𝑖 in the derived network. 

In other words, the difference between the outputs of the original and the replacement activation 

functions shall be zero for all input values 𝑧: 

 

𝐸𝑓𝑖
= (𝑓𝑑𝑟𝑣,𝑖(𝑧) − 𝑓𝑜𝑟𝑖𝑔,𝑖(𝑧))

2
=  0  z ∈ ℝ . 

 

 

In practice, we show that the original activation function can be replaced by its approximation, 

assuming that the difference between their outputs on the whole range of input values is relatively low: 

 

𝐸𝑓𝑖
= (𝑓𝑑𝑟𝑣,𝑖(𝑧) − 𝑓𝑜𝑟𝑖𝑔,𝑖(𝑧))

2
<  ε  z ∈ ℝ . 

 

3.1. Selection of Replacement Activation Functions 

Achieving the zero difference between the outputs of the original and the replacement activation 

function is possible if the original activation function is a corner case of the replacement activation 

function. In this case, expressing the original activation function 𝑓𝑜𝑟𝑖𝑔 from the replacement adaptive 

activation function 𝑓𝑑𝑟𝑣 requires selecting the corresponding activation function parameters 𝑃𝑑𝑟𝑣 =
{𝑝1; 𝑝2; … ; 𝑝𝑚} so that: 

 

𝑓𝑑𝑟𝑣(𝑃𝑑𝑟𝑣; 𝑧) = 𝑓𝑜𝑟𝑖𝑔(𝑧).  

 

For example, Adaptive Hybrid Activation Function (AHAF) can exactly replace SiLU when 𝑃𝑑𝑟𝑣 =
= {𝑝1; 𝑝2} = {1; 1}: 

 

𝑓𝑜𝑟𝑖𝑔(𝑧) = SiLU(𝑧) = 𝑧𝜎(𝑧), 

𝑓𝑑𝑟𝑣(𝑃𝑑𝑟𝑣; 𝑧) = AHAF(𝑝1; 𝑝2; 𝑧) = 𝑝1𝑧𝜎(𝑝2𝑧), 

𝑓𝑑𝑟𝑣(𝑃𝑑𝑟𝑣; 𝑧) = AHAF(1; 1; 𝑧) = 1 ⋅ 𝑧𝜎(1 ⋅  𝑧) = 𝑧𝜎(𝑧) = SiLU(𝑧). 

 

 

When parameter 𝑝2 is close to +∞, the sigmoidal part of AHAF gets close to the step function: 

 

lim
𝑝2→ +∞

𝜎(𝑝2𝑧) = 𝜎(+∞ ⋅ 𝑧) = {
1, 𝑧 > 0
0, 𝑧 ≤ 0

 
 

 

so that AHAF can approximate ReLU when 𝑃𝑑𝑟𝑣 = {𝑝1; 𝑝2} = {1; +∞}: 

 

𝑓𝑜𝑟𝑖𝑔(𝑧) = ReLU(𝑧) = {
𝑧, 𝑧 > 0
0, 𝑧 ≤ 0

, 

𝑓𝑑𝑟𝑣(𝑃𝑑𝑟𝑣;  𝑧) = AHAF(1; +∞; 𝑧) = 1 ⋅ 𝑧𝜎(+∞ ⋅ 𝑧) = {
𝑧, 𝑧 > 0
0, 𝑧 ≤ 0

= ReLU(𝑧) 

 

 

Modern computers have limited computation accuracy, so, in practice 𝑝2 can be selected as a 

sufficiently large finite real number. Here and below, we use AHAF with 𝑃𝑑𝑟𝑣 = {𝑝1, 𝑝2} = {1,109} as 

a sufficiently close approximation of ReLU: 

 

𝑓𝑑𝑟𝑣(𝑃𝑑𝑟𝑣, 𝑧) = 𝐴𝐻𝐴𝐹(1; 1 ⋅ 109; 𝑧) = 1 ⋅ 𝑧𝜎(109 ⋅ 𝑧) ≈ {
𝑧, 𝑧 > 0
0, 𝑧 ≤ 0

≈ 𝑅𝑒𝐿𝑈(𝑧).  

 

The same approach applies to replacing other adaptive activation functions, assuming that the 

replacement activation function is a generalization of the original one. For example, AHAF can replace 

the Swish activation function, when 𝑃𝑜𝑟𝑖𝑔 = {𝑝𝑜𝑟𝑖𝑔,1}, 𝑝𝑑𝑟𝑣,1 = 1, 𝑝𝑑𝑟𝑣,2 = 𝑝𝑜𝑟𝑖𝑔,1, 𝑃𝑑𝑟𝑣 =

{𝑝𝑑𝑟𝑣,1; 𝑝𝑑𝑟𝑣,2} = {1; 𝑝𝑜𝑟𝑖𝑔,1}: 



𝑓𝑜𝑟𝑖𝑔(𝑃𝑜𝑟𝑖𝑔; 𝑧) = Swish(𝑝𝑜𝑟𝑖𝑔,1; 𝑧) = 𝑧𝜎(𝑝𝑜𝑟𝑖𝑔,1 ⋅ 𝑧), 

𝑓𝑑𝑟𝑣(𝑃𝑑𝑟𝑣; 𝑧) = AHAF(𝑝𝑑𝑟𝑣,1; 𝑝𝑑𝑟𝑣,2; 𝑧) = 𝑝𝑑𝑟𝑣,1 ⋅ 𝑍𝜎(𝑝𝑑𝑟𝑣,2 ⋅ 𝑧), 

𝑓𝑑𝑟𝑣(𝑃𝑑𝑟𝑣; 𝑧) = AHAF(1; 𝑝𝑜𝑟𝑖𝑔,1; 𝑧) = 1 ⋅ 𝑧𝜎(𝑝𝑜𝑟𝑖𝑔,1 ⋅  𝑧) = Swish(𝑝𝑜𝑟𝑖𝑔,1; 𝑧). 

 

 

In contrast, some adaptive activation functions are piece-wise linear activation functions. Such 

adaptive activation functions can be an exact replacement only for a subset of other piece-wise linear 

activation functions. For example, the F-neuron activation function can replace the HardTanh activation 

function, assuming they have the same definition interval [𝑧𝑚𝑖𝑛, 𝑧𝑚𝑎𝑥]: 

 

𝑓𝑜𝑟𝑖𝑔(𝑧) = HardTanh(𝑧) = {

𝑧𝑚𝑖𝑛, 𝑧 < 𝑧𝑚𝑖𝑛

𝑧𝑚𝑎𝑥, 𝑧 > 𝑧𝑚𝑎𝑥

𝑧, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
, 

𝑓𝑑𝑟𝑣(𝑃, 𝑧) = FNact(𝑃, 𝑧) = ∑ (𝐹𝑁𝑎𝑐𝑡,𝑗(𝑧) ⋅ 𝑝𝑗)𝑚
𝑗=1 = {

𝑧𝑚𝑖𝑛, 𝑧 < 𝑧𝑚𝑖𝑛

𝑧𝑚𝑎𝑥, 𝑧 > 𝑧𝑚𝑎𝑥

𝑧, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
, 

 

 

where FNact(𝑃, 𝑧) is the F-neuron activation function, FNact,𝑗(𝑧) is the 𝑗-th membership function of 

FNact(𝑃, 𝑧), 𝑃 = {𝑝1, 𝑝2, … , 𝑝𝑚} – parameters of the F-neuron activation function, 𝑚 – the total number 

of membership functions, 𝑝𝑗 = HardTanh(𝑧𝑚𝑖𝑛 + (𝑧𝑚𝑎𝑥 − 𝑧𝑚𝑖𝑛)/(𝑚 − 1) ∗ (𝑗 − 1)). 

When the original function is not piece-wise linear, the F-neuron activation function can only 

provide a piece-wise linear approximation on an interval with limited accuracy. For example, an F-

neuron with 18 membership functions (1 left ramp, 16 triangle-shaped functions, 1 right ramp) can 

approximate Tanh on the [−4.0; +4.0] interval with the maximum delta squared of 4 ⋅ 10−4. 

 

 
Figure 1: Delta squared error for an F-neuron activation initialized as Tanh with 18 membership 
functions compared to the base Tanh activation function. 
 

In this case, the trainable parameters 𝑃𝐹𝑁𝑎𝑐𝑡
 are initialized as: 

 

𝑃𝐹𝑁𝑎𝑐𝑡
= {𝑝1, 𝑝2, … , 𝑝18}, m = 18, 

𝑝𝑗 = tanh (−4.0 +
4.0+4.0

17
∗ (𝑗 − 1)), 

𝑃𝐹𝑁𝑎𝑐𝑡
≈ {−0.9993; −0.9992; … ; −0.031; +0.031; … ; … ; 0.9992; 0.9993}. 

 

3.2. Practical Aspects of Activation Function Replacements 

Researchers and companies use various data formats to describe, save and distribute their pre-trained 

neural network models. To improve interoperability and simplify the practical application of the model, 

the authors use various deep learning frameworks, such as PyTorch [14] and others. Generally, such 



frameworks store their models in two separate pieces: the model description in code and the values of 

its trainable weights in the binary files. 

Hence, the implementation of the activation function replacement method is a four-step procedure: 

1. Restore the original neural network structure in memory using the stored model description. 

2. Replace the original activation functions with their adaptive alternatives to get the derived 

network structure. 

3. Load values of the original trainable parameters from the saved state. 

4. Initialize the parameters of the adaptive functions so that the adaptive functions correspond to 

the original ones, as described in Section 3.1. 

Figure 2 illustrates the network initialization and activation function replacement procedure. 

 

 
Figure 2: Network model initialization and activation function replacement from the description of the 
original model description, the stored state, and the replacement rules described in Section 3.1. 

 

In practice, modern deep learning frameworks allow combining steps 1, 3, and 4. To combine the 

steps, the user shall define a new network in memory, use the same parameter names for common 

weights, pre-initialize adaptive activation functions with the corresponding parameters, and load the 

weights from the stored state. Figure 3 shows an example two-step implementation in PyTorch. 

 

 
Figure 3: Loading pre-trained weights into a derived network with adaptive activation functions. 

 

In this figure, “net” indicates a new network in memory, “saved_state_file_path” denotes the pre-

trained model’s state path, and “strict=False” instructs PyTorch to load parameters of the pre-trained 

network, ignoring the adaptive activation function parameters missing from the original model. 

3.3. Fine-Tuning Activation Function Parameters in a Pre-Trained Model 

An imperfect approximation of the original activation function may cause degradation in the 

artificial neural network model’s performance (classification accuracy, loss function values, etc.). The 

replacement activation functions may provide an imperfect approximation of the original ones. The 



adaptive activation function parameters can be fine-tuned separately from all other trainable parameters 

to improve the performance and compensate for possible approximation errors. The non-activation 

parameters shall be excluded from the training during the fine-tuning process. The following code 

sample illustrates the approach (figure 4). 

 

 
Figure 4: Fine-tuning the adaptive activation function parameters. 

 

Where “net” is an instance of the artificial neural network model, “dataset” is the training data set, 

“net.params()” returns all trainable parameters in the network, and “net.activation_params” returns the 

list of parameters that belong to adaptive activation functions. 

In the following sections, we empirically study the effectiveness of networks with fine-tuned 

adaptive activation functions compared to the original networks and networks with adaptive activation 

functions that were trained from scratch. 

4. Experiment 

We evaluate the performance of various neural network variants on the CIFAR-10 [15] data set. 

Each element in the data set is a 3-channel image, 32x32 pixels in size. Each image in the data set 

corresponds to one of 10 possible object classes. We use the 5:1 split between the training and the 

testing data: 50000 images in the training subset and 10000 in the testing subset. During training, we 

apply image augmentation using a random horizontal flip and a random affine transformation (shifting) 

by at most 0.1 times vertically and horizontally. 

The base neural network architecture is the VGG-like KerasNet [32] network. The architecture 

includes: 

• 4 two-dimensional convolutional layers with the corresponding activation functions. 

• 2 layers of 2D max pooling and 2D dropout between the pairs of convolutional layers. 

• 1 hidden fully connected layer with the corresponding activation function. 

• 1 layer of dropout between the fully connected layers. 

• 1 output fully connected layer with SoftMax on its output for classification. 

The architecture changes based on the model variant (the reference network, the network with 

AHAF, the network with the F-neuron activation). Still, the overall list of layers and the list of non-

activation components remains the same across all experiments. We run the experiments on a laptop 

with NVIDIA GeForce GTX 1650 Max-Q and PyTorch [14] version 1.13.1. The implementation is 

available on GitHub: https://github.com/s-kostyuk/af_replacement. 

4.1. Reference Model Training from Scratch 

We train four variants of the reference KerasNet model: 

1. With the ReLU activation in all layers. 

2. With SiLU in all layers. 

3. With Tanh in all layers. 

4. With Sigmoid in all layers. 

We train each variant from scratch for one hundred epochs on the CIFAR-10 dataset. We record the 

test set accuracy and the training set loss during to visualize and analyze the training process. We save 

the resulting weights for further reference and activation function replacement. This experiment 

provides the reference data for comparison with derived models. 



4.2. Replacing Activation Functions in Pre-Trained Reference Model 

We create the derivative models from the reference models by loading the pre-trained weights and 

replacing the non-adaptive activation functions with the adaptive ones. This step generates four 

different model variants: 

1. With the AHAF activation in all layers, AHAF initialized as ReLU. 

2. With the AHAF activation in all layers, AHAF initialized as SiLU. 

3. With Tanh activation in the convolutional layers and the F-neuron activation in the second-to-

last fully connected layer, the F-neuron activation approximates Tanh with 18 membership functions. 

4. With Sigmoid activation in the convolutional layers and the F-neuron activation in the second-

to-last fully connected layer, the F-neuron approximates Sigmoid with 18 membership functions. 

We evaluate the performance of derived networks directly after the replacement. This experiment 

allows validating the replacement approach and studies the effect of imperfect replacements when used 

with piece-wise linear adaptive activation functions. 

4.3. Activation Function Fine-Tuning 

We fine-tune the activation function parameters in the derived models to compensate for 

approximation errors and improve the classification performance. We freeze all trainable parameters, 

except the activation function parameters, during fine-tuning. We fine-tune for 50 additional epochs on 

the same CIFAR-10 dataset, so there is no need to adapt the architecture for a new dataset. 

We record the test set accuracy and the training set loss during the fine-tuning process. We save the 

activation function parameters for subsequent visualization. This experiment allows to evaluate the 

impact of activation function fine-tuning on model’s performance and the form of activation functions. 

4.4. Training Models with Adaptive Activation Functions from Scratch 

We train four additional variants of the KerasNet model from scratch: 

1. With the AHAF activation in all layers, AHAF initialized as ReLU. 

2. With the AHAF activation in all layers, AHAF initialized as SiLU. 

3. With Tanh activation in the convolutional layers and the F-neuron activation in the second-to-

last fully connected layer, the F-neuron activation approximates Tanh with 18 membership functions. 

4. With Sigmoid activation in the convolutional layers and the F-neuron activation in the second-

to-last fully connected layer, the F-neuron approximates Sigmoid with 18 membership functions. 

We record the training time, the test set accuracy, and the training set loss. This experiment allows 

to compare the training time and the resulting effectiveness between models with replaced activation 

functions and the models originally trained with adaptive activations. 

5. Results and Discussions 

We recorded and evaluated the results of the experiments. We structure this section as the following: 

1. Validation of the parameter initialization and the form for adaptive activation functions. 

2. Evaluation of the activation function form after pre-training with all other parameters frozen. 

3. Comparison of the performance recordings for different variants of the KerasNet model. 

5.1. Validation of Activation Function Replacement 

We visualize the activation function form for adaptive activation functions directly after the 

activation function replacement. As the visualization shows, the form of AHAF activations (grey; 

AHAF-as-RELU and AHAF-as-SiLU) directly follows the form of the corresponding original functions 

(black; ReLU and SiLU correspondingly). Hence, we confirm that the AHAF activation can be a direct 

replacement of ReLU and SiLU activations (figures 5,6). 



 
Figure 5: The form of ReLU-like AHAF after replacement. 

 

 
Figure 6: The form of SiLU-like AHAF after replacement. 
 

The visualizations for F-neuron activations show that while the replacement is not perfect, the 

differences between the original functions (black) and the replacement function (grey) are hard to spot. 

Hence, the parameter initialization is correct for the F-neuron activations (figures 7,8). 

 



 
Figure 7: Activation form of the F-neuron activation as Tanh after replacement 

 

 
Figure 8: Activation form of the F-neuron activation as Sigmoid after replacement 

 

5.2. Adaptive Activations’ Form After Fine-Tuning 

We visualize the activation function form for the AHAF and F-neuron activation variants after fine-

tuning. The visualization shows that the form of fine-tuned activation functions (grey) noticeably 

diverges from the original form (black). We note serious deformation of the sigmoid-like F-neuron 

activations which indicates poor applicability of Sigmoid for convolutional networks. Hence, we 

confirm that the activation function fine-tuning works and the activation function form changes 

depending on the requirements of the model (figures 9-12). 

 

 
Figure 9: Activation form of AHAF as ReLU after fine-tuning 

 



 
Figure 10: Activation form of AHAF as SiLU after fine-tuning 

 

 
Figure 11: Activation form of the F-neuron activation as Tanh after fine-tuning 

 

 
Figure 12: Activation form of the F-neuron activation as Sigmoid after fine-tuning 

 

5.3. Performance Of the Model Variants 

We compare the test set accuracy between all variants of the KerasNet model. We group by the 

results by the reference activation functions used in such networks: 

1. Linear units – SiLU-like and ReLU-like. 

2. Bounded functions – Tanh-like and Sigmoid-like. 

The fine-tuned model with the ReLU-like AHAF activations shows the best test set accuracy on the 

CIFAR-10 dataset. AHAF successfully replaces the original ReLU activation functions and adapts its 

form during fine-tuning but tends to overfit on the final epochs. While the overall training time is longer, 

activation function replacement together with activation function fine-tuning shows itself as a viable 

solution when the pre-trained model with non-adaptive functions is already available. As expected, the 

test set accuracy after the AHAF-based activation function replacement is the same as the accuracy of 

the reference models after one hundred epochs. Table 1 demonstrates the training results for models 

with linear unit activations. 



Table 1 
Performance of model variants with SiLU-like and ReLU-like activations. 

Variant CNN AF FFN AF Accuracy, 
% 

Training 
Epoch 

Training Time, 
minutes 

Reference ReLU ReLU 82.41 96 17.41 
AHAF, from scratch ReLU-like ReLU-like 82.46 96 24.78 
AHAF, AF replaced ReLU-like ReLU-like 82.17 100 - 

AHAF, fine-tuned AF ReLU-like ReLU-like 82.64 148 9.13 
Reference  SiLU SiLU 81.57 98 18.00 

AHAF, from scratch SiLU-like SiLU-like 81.84 98 25.42 
AHAF, AF replaced SiLU-like SiLU-like 81.54 100 - 

AHAF, fine-tuned AF SiLU-like SiLU-like 81.95 143 8.64 

 
The model with the Tanh-like F-neuron activation trained from scratch shows the best test set 

accuracy on the CIFAR-10 dataset. One potential explanation to such results is poor applicability of 

Tanh and Sigmoid activations for convolutional neural networks. Training the model from scratch 

allows modification of the activation function form and hence better propagation of the signal between 

the layers. As expected, the F-neuron-based activation function replacement gives different results to 

the reference model, but the actual difference is negligible (about 0.01%). Even for networks with Tanh-

like and Sigmoid-like activations, activation function replacement together with activation function 

fine-tuning is a viable option when the pre-trained model is already available. Table 2 demonstrates the 

training results for models with bounded activations. 

 

Table 2 
Performance of model variants with Tanh-like and Sigmoid-like activations. 

Variant CNN AF FFN AF Accuracy, 
% 

Training 
Epoch 

Training Time, 
minutes 

Reference Tanh Tanh 79.97 100 18.35 
Fuzzy, from scratch Tanh Tanh-like 81.04 100 21.22 
Fuzzy, AF replaced Tanh Tanh-like 79.97 100 - 

Fuzzy, fine-tuned AF  Tanh Tanh-like 80.34 150 8.11 
Reference  Sigmoid Sigmoid 60.17 100 18.63 

Fuzzy, from scratch Sigmoid Sigmoid-like 60.55 100 21.36 
Fuzzy, AF replaced Sigmoid Sigmoid-like 60.43 100 - 

Fuzzy, fine-tuned AF Sigmoid Sigmoid-like 61.16 147 9.10 

 
Figures 13 and 14 demonstrate the training process for models with linear units and bounded 

functions correspondingly. 

 
Figure 13: The training process for network variants with SiLU and ReLU activations 

 



 
Figure 14: The training process for network variants with Tanh and Sigmoid activations 

6. Conclusions 

This paper introduces the method of activation function replacement in pre-trained artificial neural 

network models. The method allows experimenting with various adaptive activation functions without 

the need in model re-training. The reference implementation of the activation function replacement 

method in PyTorch is provided in the paper. We evaluate several variants of the KerasNet model on the 

CIFAR-10 dataset: the reference pre-trained model with non-adaptive activation function, the derived 

model with replaced activation functions and the derived model trained from scratch. The empirical 

results confirm the possibility of replacing the Sigmoid and Tanh activations with the corresponding 

piece-wise approximations without significant changes in the test set accuracy. The instances of AHAF 

and the F-neuron activation are used as the example adaptive activation functions. The experiment 

shows the effectiveness of activation function replacement in combination with activation function fine-

tuning for improving the test set accuracy of a pre-trained model.  
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