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Abstract  
Diabetes is a chronic disease due to a malfunction of the pancreas, which leads to 

high concentration of blood sugar in the blood and can affect the functioning of the 

body system. High blood sugar levels contribute to complications, over time as it 

can damage the heart, blood vessels, eyes, kidneys, and nerves...etc. Therefore, we 

need to develop a system capable of effectively diagnosing diabetic patients using 

medical details. There are various machine-learning techniques for diabetes 

prediction; this can help persons to prevent this disease or early detection to avoid 

its complications. This work is a continuation of our previous contribution for 

gestational diabetes prediction where we conducted a study demonstrating the 

effectiveness of the Random Forest algorithm in predicting gestational diabetes. In 

the present study, and to enhance performance, we use a swarm intelligence 

approach to extract best features for training Random Forest algorithm. The 

performance of the proposal was compared. The results demonstrate that the 

combination of the Random Forest algorithm with the Particle Swarm Optimization 

algorithm provides better accuracy. 
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1. Introduction and Motivation 

Diabetes is a widely chronic malady that occurs when the pancreas does not produce 

enough insulin, or when the body cannot effectively use it has produced insulin. Insulin is a 

hormone that regulates blood sugar levels.  

Hyperglycemia, also known as high blood sugar, is a common effect of uncontrolled diabetes and, 

over time, leads to considerable damage to many of the body's systems, particularly nerves and blood 

vessels. 

There has been drastic increase in rate of people with diabetes since a decade. Current human 

lifestyle is the main reason behind growth in diabetes, due to unhealthy diet, lifestyle, stress, insufficient 

physical effort, and sport.  

According to the World Health Organization [1] there are 400 million people with diabetes in the 

world. Each year, 1.5 million people die of diabetes, due to its complications and diabetes-related death 

rates rose 13% in lower-middle income nations.  

In general, diabetics, live in low-and middle-income countries. Both the number of cases and the 

prevalence of diabetes have been steadily increasing over the past few decades.  
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In Algeria, the authorities are aware of the deadly clutch of diabetes and are implementing 

mechanisms to support diabetic patients through the media, care and follow-up centers and charity 

associations, however, people are not aware of the scale of this disease which is becoming rampant over 

time. 

We distinguish two types of diabetes [2]: type 1 and type 2. 

• Diabetes type 1: also called insulin-dependent, this disease affects 5 to 10% of all diabetics, is 

brought on by cellular-mediated autoimmune destruction of the pancreatic B-cells. 

• Diabetes type 2: also called non-insulin-dependent diabetes, this kind of diabetes affects people 

who have insulin resistance and typically have a relative (as opposed to an absolute) insulin shortage. 

It accounts for 90–95% of people with diabetes. 

• In addition, due to a variety of clinical, social, and lifestyle reasons, "gestational diabetes" is a 

different type of diabetes and one of the most common diseases in pregnant women.  

With its growing prevalence in recent years, diabetes has become a disease of the century. Health 

professionals recommend that individuals take preventive measures by following certain guidelines to 

reduce risk factors and thus avoid the onset and complications of this disease. 

However, as the number of individuals with this disease rises, so does the complexity of 

its therapy. To enable early diagnosis of infections and gain a better knowledge of the 

variables that significantly influence their occurrence, researchers have developed several 

methods. 

Several machine-learning based systems have been implemented to support decreasing 

the infection risk. Risk prediction is useful in many domains in our daily life [3]. Early 

diabetes prediction makes to knowledge the most critical factors to control the disease.  

The present study is a continuation of our previous contribution [4], which focused on 

gestational diabetes. In [4], we used three classifiers, and concluded that Random Forest 

(RF) performs better.  

The purpose of this paper is to improve the results achieved in [4] and propose a novel 

approach for diabetes prediction. The proposal, called RF-PSO, involves four main steps 

and uses the PSO (Particle Swarm Optimization) algorithm and the RF classifier: 

• RF [5] is belongs to the supervised ML techniques which is an ensemble learning method that 

combines multiple decision trees to make predictions. 

• PSO [6] is a metaheuristic optimization algorithm inspired by the social behavior of bird 

flocking or fish schooling for feature selection and the for the prediction process.  

 

Thus, the contributions of this paper are: 

• Automatic prediction of diabetes in healthcare systems to early detection of the disease, 

therefore, healthcare systems can identify women at risk of diabetes before the disease’s beginning. 

In this sense, our work can be considered as a making-decision proposal in healthcare. 

• Implementation of an effective diabetes tool for prediction to contribute of the population 

health, especially women in pregnancy. 

• Highlighting the benefits of bioinspired algorithms for the optimization of machine leaning 

algorithms. 

The paper is organized as follows. Main related works on diabetes prediction is 

discussed in Section 2. Section 3 describes the proposed approach based on PSO and RF, 

while experiments and results are reported in Section 4. Finally, Section 5 concludes the 

paper and present future works.  

2. Related works 

Various prediction models have been developed and implemented by researchers using 

different techniques such as machine-learning algorithms. The analysis of related work 

gives an insight of healthcare datasets used, where analysis and predictions have been 

realized with several methods and techniques.  

Diabetes prediction is a significant area of research that has captured the attention of 

many researchers. While numerous systems have been developed, to the best of our 



knowledge, most of the works use RF algorithm, few works are dedicated to gestational 

diabetes and the utilization of swarm intelligence remains unexplored.  

In this section, we present the main related works according to our research and attempt 

to explore the key features to improve the proposed methodology.   

The aim of the study proposed in [7] is to build a model for early diabetes prediction 

with multiple machine-learning models. The authors use four supervised machine-learning 

algorithms: RF, Naïve Bayes (NB), Decision Tree (DT) and Support Vector Machine 

(SVM) and an unsupervised algorithm, K-means clustering to classify the patients into 

categories. The experiments were performed on the PIMA Indian Diabetes and the patient 

dataset provided by the hospital of Frankfurt in Germany. The authors start by 

implementing the k-means classifier simultaneously on the two databases to clean the 

columns where there is missing data and replace it with the cluster, and then they split the 

PIMA dataset into 80% for training and 20% for testing and the German dataset into 70% 

for training and 30% for testing. They tested each machine-learning algorithm on the 

datasets, next they calculated the accuracy, the precision, f1-measure and recall of each 

algorithm to evaluate and compare them. The results of the evaluation process showed that 

RF performed the best on the Frankfurt dataset with 97.60% of accuracy and that SVM was 

the best model on the PIMA dataset with an accuracy of 83.10%, the initialization of cluster 

centers and the number of clusters influenced the increase and decrease of the performance 

of algorithms. 

The authors in [8] realized a system of early diabetes mellitus prediction based on 

artificial neural network and machine-learning algorithms. The test of the model has been 

done in the National Institute of Diabetes, Digestive, and kidney diseases. The authors 

proposed three models: artificial neural network (ANN), RF and k-means clustering. First, 

they implemented the ANN, the RF algorithm and finally the k-means clustering. ANN 

outperformed the two other models with an accuracy of 75.70%. 

Another approach proposed in [9], which combines four algorithms: RF, J48, K-Nearest 

Neighbor (KNN) and NB, with WEKA hybrid system. The authors have built a hybrid 

model based on different machine-learning algorithms to increase the accuracy of the 

diabetes mellitus prediction. The approach uses the PIMA Indian diabetes database and 

involves different steps. The first step concerns the data processing, and then they split the 

dataset into two sets: 90% for training set and 10% for testing. The evaluation of the model 

was based on the accuracy, F-measure, Recall and Precision, the authors tested the four 

algorithms individually and the hybrid model. The authors claim that the combination of the 

four algorithms provided a better accuracy than each algorithm individually. 

The authors in [10] use a variety of machine learning algorithms. The authors indicated 

that approaches based on machine learning provide better prediction outcomes than 

achieved by building models from patient-collected datasets. The main purpose of the 

proposal is to create a system, which, by combining several machine-learning approaches, 

can accurately conduct early diabetes prediction for a patient. The used algorithms are 

Gradient Boosting (GB), RF, DT, SVM, KNN and logistic Regression (LR). The 

emergence of different symptoms has been used to detect the presence of disease. The 

methodologies, metrics, and features that were employed affect the outcome of the 

prediction. A Disease Influence Measure (DIM) based diabetic prediction has been 

provided as a step toward diabetes prediction. The approach performs a preliminary 

processing on the input data set, removing the noisy records. The method calculates disease 

influence measure (DIM) in the second step using the characteristics of the input data point. 

The technique performs diabetic diagnosis depending on the DIM value. Various disease 

prediction methods have been taken into consideration, and their effectiveness has been 

compared. The analysis's results have been provided in-depth for development. The project 

work reveals that the model is capable of accurately predicting diabetes with an accuracy 

that exceeds 95%.  

The authors in [11] built a model for diabetes prediction based on various machine-

learning algorithms. The study was performed on the PIMA dataset. The authors 

implemented k-means clustering algorithm on two attributes of the dataset that are "age" 



and "Glucose", to classify each patient into a diabetic or non-diabetic class. The machine-

learning model was built with SVM, RF, DT, Extra Tree Classifier, Ada Boost algorithm, 

Perceptron, Linear Discriminant Analysis algorithm, LR, KNN, Gaussian NB, Bagging 

algorithm and Gradient Boost Classifier, next created a pipeline for the algorithms that gave 

the highest accuracy and then evaluated the pipelines. The proposal evaluation showed that 

LR provide the highest accuracy of 96%, but using the pipeline Ada Boost algorithm was 

the best model with an accuracy of 98.80%.  

The authors in [12] used various machine-learning techniques to predict type-2 diabetic 

mellitus disease. The authors' purpose was to create a predictive model that can accurately 

predict whether a person has diabetes or not. The chosen classifiers are logistic DT, 

ExtraTrees, RF, regression, XGBoost, gradient boosting, and the light gradient boosting 

machine (LGBM). Initially gathered and kept in the database are the data required for the 

investigation. The authors performed their tasks using the PIMA dataset. After that, the 

dataset is pre-processed using various strategies for exploratory data analysis. The dataset is 

splited into "training data" and "testing data." The best algorithm that works and has the 

highest accuracy is selected as the best model for predicting the disease after various 

experimentations and comparison of the obtained results. After evaluating each algorithm, 

the LGBM algorithm showed the best performance with an accuracy of 95.20 %. 

Analysis of related work yields results on various healthcare datasets, where analysis 

and predictions were performed using a variety of methods and techniques. Some of these 

research utilized use of unique datasets or a mixture of other databases. 

Various researchers have proposed different prediction models. These models use 

machine-learning, deep learning algorithms, data mining techniques or a combination of 

these techniques. All these works provide a promising outcome and differ in precision and 

accuracy according to used datasets. A review of the relevant papers leads to the conclusion 

that researchers have successfully combined several machine learning algorithms with 

various data preprocessing approaches for the automatic detection of diabetes.  

Our work is inspired by related works and building on our initial contribution where we 

combined machine-learning algorithms with swarm intelligence optimization to achieve 

better accuracy. 

3. Proposed Methodology 

Over the past decade, the number of diabetic people has grown dramatically. The current 

human lifestyle is the main reason for the increase in diabetes, as are unhealthy eating 

habits, anxiety, use of tools that reduce physical effort [13], and many other reasons.  

Our study focuses on gestational diabetes, which is common among women during 

pregnancy who do not already have diabetes and can lead to various complications.  

Every year, gestational diabetes affects 2% to 10% of pregnancies in the United States 

[14]. Managing gestational diabetes is crucial to ensuring a healthy pregnancy and the well-

being of your baby. In Algeria, the prevalence of gestational diabetes among pregnant 

women varies between 2% and 5%. 
In our earlier research [4], we sought to predict early gestational diabetes more 

accurately. We chose the most significant machine learning (ML) algorithms that produce 
the greatest results in the literature, namely Deep Neural Network (DNN) [15], SVM, and 
RF, and we found that RF outperformed the other two algorithms and produced the best 
results.  

The present study is a continuation of our previous contribution [4] and attempts to 
improve the RF algorithm by selecting the optimal features using the PSO algorithm for 
gestational diabetes prediction. In this sense, the present paper makes use of PSO and RF 
classifier for diabetes prediction with an improved accuracy.  

The aim of our research is to predict in the future whether a healthy woman will become 

diabetic or not, i.e., affected by gestational diabetes, regarding woman data such as age, 

weight, personal information, and her history. 
 



The Figure 1 depicted the overall architecture of the RF-PSO proposal, which involves 

four main steps: 

• The first step concerns the data collection.  

• The second step concerns data processing. This step involves many phases for treating and 

managing data.  

• The third step is the main step which includes the selection of the best features for the RF 

algorithm; this step is performed using the PSO algorithm.  

• Finally, the last step concerns the prediction process using the RF algorithm. 
 
The proposal is supported by a software tool deployed on a smartphone. 

 

 
 
Figure 1: System architecture 
 

These steps will be examined in detail in the following sections. 

3.1. Data collection 

Data collection is an essential initial step in the diabetes prediction. It enables proper treatment and 

accurate assessment of the study population. The purpose of this step is to ensure that the information 

gathered is complete and reliable, enabling better evaluation of results and more accurate anticipation 

of future probabilities and trends. 

This step includes data gathering and understanding to study the patterns and trends, which helps 

in prediction, and evaluating the results.  

The dataset, whose description is provided in table 1, is public and originated from Kaggle and is 

made up of several prognostic medical variables obtained from the hospital in Frankfurt, Germany [16]. 

The dataset includes 2000 person between diabetic and no diabetic and 9 attributes with a size 12.0 kB 

and two diabetes classes: 

• Class 0 means healthy person. 

• Class 1 means diabetic person. 



It is important to note that this dataset was expanded by 200 records (patient cases), the persons’ data 

were collected according to the same attributes. These additional records were gathered, with 

confidentiality, from the Internal Medicine Department of Khellil Amrane Hospital in Bejaia City, 

Algeria [17] during student internships at the hospital. 

 
Table 1 

Dataset information 
 

N° Attributes Type 

1 Number of pregnancies Numerical 
2 Glucose level Numerical 

3 Blood Pressure Numerical 
4 Skin Thickness Numerical 
5 Age  Numerical 
6 Insulin Numerical 
7 Body Mass Index (BMI) Numerical 
8 DiabetesPedigreeFunction (family history) Numerical 
9 Outcome Numerical   

3.2. Data processing 

This model phase manages inconsistent data to get more accurate and precise results, which 

is essential for our prediction process. The dataset contains missing values. Therefore, we 

delete missing values for few selected attributes like Glucose level, Blood Pressure, Skin 

Thickness, BMI, and Age because these attributes cannot be null. Then we scale the dataset 

to normalize all values. 

The processing at all goes through different phases; first, the data was refined to 

eliminate errors. Second, a data cleaning and filtering process was conducted to avoid the 

formation of inappropriate rules and patterns, which included the removal of noisy data and 

missing values, as well as the removal of duplicates and irrelevant data. To resolve 

discrepancies, anomalies in noisy data were removed.  

For example, if an attribute such as blood glucose had zero values (this is not possible in 

daily life), all such values were substituted by the median value of that attribute. 

3.3. Feature selection 

The purpose of this step is to achieve the first objective, which is to increase prediction 

accuracy by minimizing the feature selection subsets and select the best features from the 

disease dataset. 

In this phase, feature selection was carried out using the PSO [18] algorithm to select the 

best features and reduce space calculation. The reduced subset includes significant features 

related to the dataset. Next, the RF algorithm was used for classification for a better 

prediction accuracy.  

The fundamental concept behind the fusion of RF with PSO is to leverage PSO for 

parameter optimization within the RF algorithm. This optimization procedure aims to 

enhance the performance of the RF model by identifying the optimal parameter subset that 

minimizes prediction errors and maximizes accuracy. 

In this way, the application of swarm intelligence optimization algorithms on machine 

learning has produced good results in other fields, such as image classification [19]. 

PSO is a swarm intelligence algorithm, which is advantageous in many aspects. PSO is 

very popular and usually used to resolve several optimization problems in different 

domains.  



PSO is simple to implement and uses only few parameters. In addition, it is fast with 

simple complexity and includes an efficient global search process.  

As depicted in figure 2, the PSO technique goes through various steps, starting from the 

initialization of all parameters, constants, values for position and velocity, then evaluate the 

fitness of each particle to update position and velocity of each particle and finally determine 

the best position (in our case, best features).    

 

 

 

 

Figure 2: PSO flowchart 
 

We note that choosing the best features improve substantially the model running time. For 

our approach, we use just a basic version of PSO.  

The idea is first to see the impact of applying swarm intelligence algorithms on machine 

learning algorithms, considering the results obtained from our previous publication. 

3.4. Prediction process 

The aim of this step is to achieve the main objective, which is to predict whether a patient is 

diabetic or not, using the RF classifier. Previous research [4] has convincingly confirmed 

that RF has a better predictive accuracy. However, the evaluation of data collected from 

patients and the decisions of experts is an essential factor in the prediction process at all.  

RF algorithm is a strong supervised machine-learning algorithm that is efficient of 

performing both Regression and Classification tasks. RF is very popular in medicine 

domain, through the application of RF in various healthcare applications, disease trends and 

risks of the disease can be identified. 

In simple terms, RF works like this: we develop first different trees to classify a new 

object, next, based on the produced attributes, each tree gives a different classification and 

Many 
iteration
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Initialisation 



the tree votes for that class are saved. As a result, the forest chooses the classification with 

the higher number of votes for all trees. 

During this step, we apply the RF classifier to the dataset, incorporating feature selection 

using PSO. This process aims to classify each patient as either diabetic or non-diabetic. 

RF proceeds in two phases (see algorithm 1): 

• The first phase involves creating the RF by combining N DT.  

• The second makes predictions for each created.  

 

At the end, we choose the class with the majority voting. The process at all is presented in 

the following algorithm: 

Algorithm 1: Prediction process based on RF. 

Input: Dataset, K 

Output: predicted class 

Begin 

1: Select random K data points from the dataset. 

2: Build the decision trees associated with the selected data points  

3: Choose the number N for DT to build 

4: Go to 1 then 2 

5: For new data points, find the predictions of each decision tree, and assign the new data points to the 

class with the majority votes. 

End 

After implementation of this classification, we obtain class labels (0 or 1) for each of 

row of our dataset. Therefore, the proposed system will deal with extra-values according to 

the dataset format. 

4. Experiment and evaluation 

To evaluate and validate the proposed approach, we implemented a software tool in python 

with the environment JupyterLab.  JupyterLab [20] is an interactive development 

environment for notebooks; it is very popular for data science, computing and artificial 

intelligence.  

In this study, the main objective was to improve classification performance and increase 

diagnostic accuracy by reducing feature dimension using PSO. This section discusses the 

application of the RF-PSO Model on the dataset of the Frankfurt Hospital.  

For this purpose, various scenarios (table 2) were considered in order to evaluate the 

proposed method. The distribution selection is arbitrary, and the idea is to see how the 

system reacts with several distributions and avoid overfitting and underfitting in machine 

learning.  

The distribution of data gives a better insight into the behavior of the built module. The 

scenarios are presented as follows: 

 

Table 2 
Evaluation scenarios 
 

Scenario Data training (%) Data testing (%) 

1 80 20 

2 70 30 

3 60 40 

 



Machine learning metrics are used to evaluate the performance and effectiveness of RF-

PSO model [20]. These metrics provide insights into how well the models are performing 

and help in comparing different models or tuning the model's parameters.  

The performance of the proposed method was evaluated using measures of accuracy 

(formula 1), and precision (formula 2), based on the following terms: true positive (TP), 

true negative (TN), false negative (FN) and false positive (FP). Precision is a well-known 

metric in the prediction field, measuring the accuracy with which a model can predict class 

membership. It therefore measures the quality of classification results. Accuracy is a metric 

for evaluating the performance of classification models with 2 or more classes. 

These measures are calculated as follows: 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑚𝑎𝑑𝑒 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
 

(1) 

 

 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (2) 

 

Every time, the techniques were executed, the scenarios proposed were selected for each 

run, thereby generating different results. To account for this variability, each proposal was 

executed 2 times for every scenario, once for RF and once for RF-PSO. 

The table below shows the accuracy of the different experiments based on RF classifier 

and PSO according to the three scenarios presented before.  

 
Table 3 
Accuracy results of RF-PSO for the three scenarios 
 

Scenario  Prediction result Accuracy (%) 

1 
Positive  76.00 

Negative  87.00 

2 
Positive  95.00 

Negative  92.00 

3 
Positive  91.00 

Negative  88.00 

 

The prediction column is the main column of interest and returns the result of the 

prediction: positive indicates that the person is likely to be diabetic and negative means that 

they are not.  The accuracy column provides accuracy rate for each scenario. While the first 

column presents the different scenario of splitting dataset. 

For a better analysis, we define a minimum accuracy value to achieve, which presents a 

tolerance threshold 75% for results comparison. 

As Table 3 shows, all the accuracy results are higher than the threshold value, the 

combination of RF and PSO delivers encouraging results in terms of accuracy according to 

the three scenarios. 

After applying RF and PSO on dataset, we obtain precision and accuracies as mentioned 

in table 4. The combination of RF and PSO gives highest accuracy of 90% with a 10% 

increase regarding RF model. introducing the PSO has contributed to the performance of 

the machine learning algorithm, as only attributes of interest to the machine learning 

algorithm are selected. 

The We conclude that by using PSO for feature selection, we achieve significantly 

improved accuracy compared to our previous approach and the proposed state-of-the-art 



systems. However, data quality has a significant influence on the obtained results, 

especially with large datasets. 

Table 4 
Results of accuracy 
 

Methodology  Accuracy (%) Precision (%) 

Random Forest 80.00 65.00 

Random Forest + PSO 90.00 68.00 

 

 

 

Figure 3: Comparison of the classifier  

The performance comparison of the curve-based classification algorithms is shown in 

Figure 3. The area under a curve grows as a curve's values increase, and the classifier 

makes fewer errors as a result. The RF-PSO classifier performs 90% more accurately on 

average than RF. 

However, there is a minor increase in precision, and this is due to the size of the data, so 

with a larger dataset, the results will be better. 

Finally, we conclude from this study that the combination of the RF classification model 

for diabetes prediction with the PSO algorithm performs better for the dataset than the RF 

classifier. It is important to consider multiple datasets to have better accuracy for the 

diabetes prediction. 

5. Conclusion 

In this paper, we have explored and analyzed the main related works for diabetes diagnosis. 

In addition, we developed a hybrid model based on a combination of a swarm intelligence 

technique and a machine-learning algorithm. This model revealed a highest accuracy. 

In this study, we used PSO and RF for feature selection and data classification, 

respectively. The aim was to achieve the highest accuracy for the early prediction of 

diabetes. Combining RF with PSO can be a powerful approach for solving various 

machine-learning problems. 

To evaluate the model's performance, we used a dataset of 2000 patients gathered from 

the hospital of Frankfurt in Germany and improved by 200 patients gathered from the khelil 

Amrane hospital of Bejaia, Algeria.  

We developed a software tool in Python. The experiments were performed in two 

distinct scenarios, The aim is to assess the contribution of the EHO algorithm to prediction 

in terms of speed, quality, and accuracy.  

In the first scenario, we use only the RF classifier for diabetes prediction and in the 

second scenario we use the RF-PSO model.  

70
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The best results were obtained using RF-PSO model, which boosted the classification 

accuracy. The proposed approach increases accuracy with 10.00%, compared with other 

algorithms.  

Regarding the promising results, we claim that this approach could be applied to the 

diagnosis of other diseases in different domains. 

The use of machine learning for medical is increasingly needed in the future. Especially 

for the disease prediction, machine learning can speed up the process of diagnosing and 

triage patients.  

In our future work, we intend to explore other swarm intelligence optimization 

algorithms such as Elephant Herding Optimization (EHO) and Grey Wolf Optimization 

(GWO) [22] with different dataset to assess the potential impact of the proposed approach. 
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